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DEDICATION 

The participants unanimously agreed to dedicate these proceedings to Zden6k ~vestka, 
Co-Chairman of the Scientific Organizing Committee, in recognition of his fundamental 
contributions to the subject matter of the colloquium. Zden6k's untiring drive to search 
for new clues, his youthful zest for new discoveries, his skill in organizing results in a self- 
consistent picture, and his ability to bring people together in campaigns, colloquia, and 
workshops, all serve as a model and a continuing source of inspiration to those involved 
in flare research. 



P R E F A C E  

IAU Colloquium 133, held at the Hotel Internacional Iguazll in the National Park of Iguazd, 
Argentina, 2 - 6 August 1991, had 73 registered participants from 18 countries. The program 
consisted of 18 invited reviews, 12 invited contributions, 24 contributed papers, and 24 posters. 
In addition to this program, there was a special SO-minute session called "Time Free for Bright 
Ideas", chaired by Einar Tandberg-Hanssen (MSFC Huntsville), which mainly concerned ideas 
for projects that might be realized in tbe late 1990s and in the first decade of the 21st century. 
One evening was devoted to movies on cancp.lling magnetic fields, filament eruptions and flares, 
made at the Big Bear and Udaipur Observatories (shown by Sara Martin (Caltech, Pasadena), 
Sylvia Livi (Porto Allegre) and Arvin Bhatnagar (Udaipur)). VLA movies were shown by Marcos 
Machado. 

The scientific program was divided into 10 sessions, two of them in the evening, thus giving 
the participants more free time during daylight hours. Many informal discussions took part 
in the open air during the extended lunch breaks. Session 1 was concerned with the build-up 
and triggering of eruptive flares. Session 2 and evening session 3 centered on filament eruption, 
field opening and successive reconnection, and energy release and transport. In sessions 4 and 
5 the flare impulsive phase and the formation of loops were discussed. Session 6 was concerned 
with large-scale coronal structures associated with eruptive flares in X-rays and radio waves. 
A discussion about mass ejections from flares in session 6 was continued in session 7. Evening 
session 8 was concerned with the terrestrial response to eruptive solar flares. The first two 
invited talks of session9 summarized our knowledge of stellar flares while the rest of this session 
as well as session 10 were devoted to the presentation of plans for related observations, studies, 
and cooperative projects in the future. These projects included a discussion about SOLAR- 
A (Yohkoh, launched three weeks after this colloquium) given by its project scientist Yutaka 
Uchida (Tokyo). The achieved results and future prospects for the study of eruptive flares were 
summarized at the end of the colloquium by Peter Sturrock. The posters were divided intotwo 
sets and were briefly discussed in sessions 5 and 8. 

The Scientific Organizing Committee consisted of E.W. Cliver (Boston), V. Gaizauskas (Ot- 
tawa), J.C. H~noux (Meudon), B.V. Jackson (La Jolla, co-chairman), B.C. Low (Boulder), M.E. 
Machado (Buenos Aires/Huntsville), D.F. Neidig (Sacramento Peak), G. Poletto (Arcetri), E.R. 
Priest (St. Andrews), B.V. Somov (Moscow), tt.T. Stewart (Sydney), P.A. Sturrock (Stan- 
ford), Z. ~vestka (Utrecht/La Jolla, co-chairman), and S. Tsuneta (Tokyo). The Local Organiz- 
ing Committee consisted of H.S. Ghielmetti (co-chairperson), A.M. Hern£ndes, M.E. Machado 
(CNIE/Huntsville), C.H. Mandrini, and M.G. ttovira (co-chairperson). With the exception of 
Machado, all are from IAFE, Buenos Aires. 

We would like to thank the Local Organizing Committee for the excellent organization of 
the colloquium. Both the choice of the beautiful and extremely pleasant locale and the careful 
preparation of all sessions and associated activities greatly enhanced the meeting. We are greatly 
obliged to Marcos Machado at Huntsville for providing an efficient link to the LOC in Buenos 
Aires and for helping us with the editorial work. 

Our thanks are also due to all the sponsors: the IAU (Commission 10), SCOSTEP, COSPAR, 
NASA, and CONICET. 

Bernard V. Jackson and Zden~k F. ~vestka, 
CASS, University of California at San Diego, 
Co-chairmen of the Scientific Organizing Committee of IAU Colloquium 133 

27 January 1992 
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H I S T O R Y  AND BASIC C H A R A C T E R I S T I C S  OF E R U P T I V E  F L A R E S  

Z. ~VESTKA, 
CASS, UCSD, CA, U.S.A. and SRON, Utrecht, The Netherlands 

and 

E.W. CLIVER, 
Geophysics Directorate, Phillips Laboratory (USAF), Hanscom AFB, MA, U.S.A. 

Abstract .  We review the evolution of our knowledge and understanding of the eruptive 
(dynamic, two-ribbon) flare phenomenon. Starting with the first observation of a white-fight 
flare by Carrington and Hodgson in 1859, we cover in succession the highlights: Hale's invention 
of the spectroheliograph in 1892 and the spectrohelioscope in 1926 started flare observations 
in Ha. The institution of a world-wide flare patrol brought significa~ut advances in knowledge 
of flares in the 1930s and 1940s and new 'windows' were opened to observe flares at short 
(SID) and long (radio) wavelengths. In the 1950s and 1960s metric radio bursts were related 
to trapped energetic electrons and shocks, and two-ribbon flares were associated with energetic 
protons in space. Radio and X-ray observations gave evidence for two basic types of flare 
processes: an impulsive phase followed by a long-duration or gradual phase. It was found 
that flares were often preceded by filament activations, and growing loop prominence systems 
were recognized as the limb counterpart of two-ribbon disk flares. The early 1970s brought 
Skylab observations of coronal mass ejections (CMEs) and arcades of coronal soft X-ray loops 
above two-ribbon flares. In the mid-1970s, the Kopp-Pneuman reconnection model, based on 
configurations proposed earlier by Carmichael, Sturrock, and Hirayama, provided a framework 
in which the newly discovered CMEs could be related to the basic characteristics of two-ribbon 
flares. The 1980s brought key new results from SMM and Hinotori including images of hard 
X-ray flares and large-scale coronal structures associated with eruptive flares. In the conclusion, 
we summarize the basic characteristics of eruptive flares. 

1. In t roduc t ion  

We divide the history of flare research into three main periods. The first period from 1859- 
1934 spans the careers of Carrington and Hale. This period is notable for the relative lack 
of progress. The published 'record' of major flares for this 75 year interval encompasses only 
about 35 events, consisting of fortuitous observations of white-light flares, reports by early 
spectroscopists of reversals of line emission near sunspots, and, after 1892, flares observed with 
the Hale spectroheliograph. The spectrohelioscope developed by Hale during the 1920s was 
responsible for the rapid advance in the knowledge of flares that took place in the next era of 
flare research from 1935-1963. With the widespread use of the spectrohelioscope, the opening 
of new electromagnetic windows at short and long wavelengths, and the first observations of 
solar particles, this 'middle era' of flare research has a data survey and classification character 
that is well-captured by the book 'Solar Flares' by Smith and Smith (1963). The modern era, 
since 1963, is characterized by space observations and a tread toward synthesis indicated by the 
development of increasingly sophisticated and comprehensive models of the flare phenomenon. 

In the following sections we will stress those aspects of flare research that apply specifically to 
'eruptive flares ~, the topic of this Colloquium, but it should be kept in mind that the distinction 



between eruptive and 'confined' or 'compact' flares (Pallavicini, Serio, and Valana, 1977; ~vestka, 
1986) is a relatively recent addition to the paradigm for understanding flares. In the concluding 
section we summarize the current picture of eruptive flares. 

2. T h e  Ea r ly  Years  of  F la re  Research ,  C a r r i n g t o n  t h r o u g h  Hale  

The first recorded observation of a solar flare was made by R.C. Carrington in 1859 at his 
private observatory at Redhill, outside London. (For biographical information on Carrington, 
see Main (1859) and Anonymous (1875).) Carrington (1859) was engaged in his daily sunspot 
drawing in the forenoon on 1 September 1859 when he first noticed the flare (Figure 1). After 
confirming that it was not caused by stray light, he ran to find someone to verify the observation 
and when he returned 'within 60 seconds', he was 'mortified to find that it was already much 
changed and enfeebled.' The white-light emission was initially visible at points A and B and 
during the course of five minutes moved about 50 000 km to points C and D where it vanished as 
two rapidly fading dots of white light. Carrington expressed surprise that the 'conflagration' had 
in no way altered the appearance of the sunspot group which he had finished drawing before 
the occurrence. Fortunately, Carrington's observation was confirmed by Hodgson (1859), an 
amateur astronomer who was observing nearby. This event was almost certainly an eruptive 
flare based on its 'double ribbon' character (cf. Ellison, 1949) and the fact that it was followed 
within 18 hours by a severe geomagnetic storm. Carrington also noted a disturbance of the 
Kew magnetograms coincident with the flare but was reluctant to suggest a causal link between 
the flare and the geomagnetic activity. In fact, 78 years would pass before Bartels (1937) was 
able to provide the correct description of the prompt and delayed solar-terrestrial relationships 
manifested in this event. 
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Fig. 1. The first reported flare, on 1 September 1859, observed by Carrington in white light. 

Following the discovery by Janssen and Lockyer in 1868 that prominences could be viewed 
outside of eclipse using a spectroscope, prominence studies were the chief contributors to knowl- 
edge of eruptive solar phenomena in the 19th century. By 1871, Secchi and others had introduced 
a rudimentary but fundamental classification of prominences into active and quiescent types. 
Motions of prominences with speeds on the order of hundreds of km/s  were observed above the 
limb through spectroscope slits-(e.g., Fenyi, 1892) or deduced from Doppler shifts of spectral 
lines (Meadows, 1970, p. 70). 



The lack of rapid progress in flare physics following Carrington's observation was due in part 
to the rarity of white-light flares. More to the point, the slow pace of flare research resulted 
from the lack of an instrument that could efficiently image flares in the narrow emission lines 
in which they are most prominent. Flares were occasionally observed with spectroscopes as 
'brilliant reversals' in t in when scientists placed the entrance slit over sunspot regions. Between 
1869 and 1870, such reversals were reported by Secchi in Italy, Lockyer in England, and Young 
in the United States (Newton, 1940). In 1870, Young observed a two-ribbon flare on the disk 
through the widened slit of a spectroscope (Figure 2). Young thought that the flare ribbons 
were bright prominences observed on the disk. The invention of the spectroheliograph by G.B. 
Hale (1892a) and a related instrument by Deslandres made it possible for the first time to obtain 
images of the Sun in lines such as tin or H and K of calcium. (For a biographical sketch of Hale, 
see Zirin (1968).) The basic principle of the spectroheliograph had originally been elucidated 
by Janssen in 1868. Two slits are used, the first isolates the part of the Sun's surface to be 
studied and the second isolates the spectral line forming the image. By moving the slits across 
a photographic plate in tandem, a monochromatic image of the entire Sun is built up. 

Fig. 2. Drawing by Young of a flare on 28 September 1870 observed through the widened slit 
of a spectroscope. 

With the spectroheliograph, Hale obtained the first published photographs of a solar flare on 
15 July 1892 (Figure 3). The image taken in the calcium K-line is grainy because of enlargement 
of the original plate (Hale, 1892b). Similar to the event reported by Carrington, the 15 July 
1892 flare was observed in white light (ttudaux,1892) and was followed approximately one day 
later by a severe geomagnetic storm. 

While the spectroheliograph represented a significant advance in solar observation, the in- 
strument was cumbersome and not well-suited for observing rapidly changing phenomena such as 
flares (cf., Hale, 1926). Thus Hale developed the spectrohelioscope, an instrument that allowed 
the entire Sun to be scanned visually at selected wavelengths. The spectrohelioscope operated 
on the same principle as the spectroheliograph, except that the two slits were rapidly oscillated 
in tandem across the face of the Sun to give a continuous view of solar activity. The compelling 
nature of visual spectrohelioscopic observations is indicated by Hale's (1931) description of a 
large flare in January 1926 as 'the most remarkable solar phenomenon I have ever seen' - this 
coming after some 40 years of studying the Sun. Hale (1929) designed the spectrohelioscope 
to be an inexpensive instrument that could be used for patrol work and made arrangements 
to have the new instrument distributed to observatories around the world. At his urging, the 



patrol was formalized under the auspices of the IAU and flares have been reported routinely 
since 1934. For the years prior to 1934, the major flare 'record' consists largely of lists compiled 
by Newton (1930, 12 'sudden and intense local brightenings of the Sun's surface'), Hale (1931, 
,,* 20 'violent' solar eruptions), Newton (1940, seven cases of bright reversals of spectral lines). 
and Neidig and Cliver (1983, eight white-light flares). In all there are only ,~ 35 independent 
events on these lists. 

Fig. 3. The first published photographs of a flare, on 15 July 1892, taken by Hale in calcium 
K-line with the spectroheliograph. The left-hand frame at 1658 UT is shortly after flare onset, 

the right-hand frame at 1737 UT shows the maximum development. 

Hale's 1931 paper entitled 'The Spectrohelioscope and Its Work, Part III. Solar Eruptions and 
Their Apparent Terrestrial Effects' represented a long overdue study of the connection between 
flares and geomagnetic storms suggested by Carrington's 1859 event. Given Hale's stature in 
the astronomical community, it also probably served to dispel doubts about the 'legitimacy' of 
solar-terrestrial studies lingering from Lord Kelvin's address to the Royal Society of London in 
1892. In that address Lord Kelvin concluded that 'magnetic action of the Sun, or...hurricanes 
in his atmosphere' could not possibly be the source of magnetic storms at Earth (cf. Bartels~ 
1937; Sturrock, 1987). 

3. Coming  of  Age as a Discipline, Sys temat ic  Observat ions  and New Windows 

Once the spectrohelioscope patrol began, knowledge of flares and their relationship with ac- 
tive regions and prominences advanced rapidly. McMath et al. (1937) reported a flare-assoeiated 
ejection of prominence material with outward speed ,~ 700 kin/s, greater than the escape ve- 
locity, that was visible to a height of 10 6 km and was followed by a 'fountain' type prominence 
(system of post-flare loops). Waldmeier (1938) documented the double-ribbon character of ma- 
jor flares and Giovanelli(1939)identified sunspot area and magnetic complexity as key variables 
for flare occurrence. Separation of flare ribbons, with typical speeds of 1-10 kin/s, was noted 
by Dodson (1949) for double-ribbon flares on 8 and 10 May 1949. Direct comparisons of mag- 
netograms with flare positions, first made by Bumba (1958) and Severny (1958), indicated that 
flare ribbons lie adjacent and parallel to neutral lines (eft, Ellison, McKenna, and Reid, 1961). 

During the 1940s, the term 'flare' came into common usage, supplanting the previously 
used expression 'bright chromospheric eruption' (Richardson, 1944). While the term 'bright 
chromospheric eruption' is unwieldy, it retains an important aspect of certain events (mass 
motion) that is lost in the simpler term (cf., Dodson and Hedeman, 1968; Hudson, 1987). 



In the decade following the establishment of the H~ patrol, several new 'windows' were 
opened to the observation of flares. In 1935, Dellinger noted that sudden disappearances of 
short-wave radio signals during that year occurred at intervals of approximately 54 days, twice 
the rotation period of the Sun, and suggested a solar origin. Within a few months, observers 
using Hale spectrohelioscopes confirmed this suggestion, opening up the study of flares and 
the ionosphere via sudden ionospheric disturbances (SIDs; Dellinger, 1937). For many years, 
SIDs were thought to result primarily from Lyman-a emission during flares, but rocket flight 
experiments in the 1950s and satellite measurements in the early 1960s showed that enhanced 
soft X-ray emission during flares was the principal cause of SIDs (Kreplin, Chubb, and Friedman, 
1962). 

A statistical study by Newton (1943) relating solar flares to geomagnetic storms gave early 
insights into the nature of coronal mass ejections (CMEs). Newton concluded that the semi- 
angle of the corpuscular stream associated with a solar flare could be as large as 45 °, based on 
the locations of great flares that preceded intense storms. A full cone of 90 ° is consistent with 
measurements of the limb span of larger 'curved front' CMEs (Howard et al., 1985). Newton 
obtained an average flare-to-storm delay time of slightly over a day, implying, in retrospect, 
peak transient wind speeds ,~ 1200 km/s, at the high end of in situ measurements of the solar 
wind during the past 25 years (Cliver, Feynman, and Garrett, 1990). 

Appleton and Hey (1946) were the first to definitively associate enhanced radio emission 
with solar flares. Metric type II (Wild and McCready, 1950) bursts were discovered by Payne- 
Scott, Yabsley, and Bolton (1947) and attributed to disturbances (later identified with magneto- 
hydrodynamic shock fronts) moving through the corona with speeds ~ 500-750 km/s. Type IV 
bursts identified by Boischot in 1957 gave evidence of outward propagating plasmoids. Apart 
from prominence eruptions observed in the Ha line, these 'moving' type IV bursts represent the 
first evidence of flare-associated mass ejections. Dodson, ttedeman, and Owren (1953) reported 
that major bursts at 200 MHz had an 'early' component occurring near flare onset and a second 
component beginning at or after the flare maximum, thereby anticipating the classification of 
metric radio emission into two distinct phases by Pick (1961) and Wild, Smerd, and Weiss 
(1963). Covington and Harvey (1958) presented evidence for two distinctive types of microwave 
bursts, impulsive and long-duration, and surmised that they represented thermal and nonthermal 
emissions, respectively. Today, the early metric component and impulsive microwave burst are 
identified with the flare flash phase (Ellison, 1946), and the delayed metric and long-enduring 
microwave emissions represent, in turn, evidence for particle acceleration and plasma heating, 
associated with prolonged energy release in eruptive flares. 

Flare-associated 'cosmic ray' intensity increases at Earth were first reported for the flare~ 
of 28 March 1942, 7 February 1942, and 25 July 1946 (Forbush, 1946). The long durations o 
solar energetic particle (SEP) events, in comparison with the durations of associated flares (e.g. 
Meyer, Parker, and Simpson, 1956), has been problematical from the beginning of SEP obser 
vations. The traditional explanation following Reid (1964) to account for these long duration,, 
has been a brief injection of particles followed by diffusion over relatively short mean free paths 
<0.1 AU at ,,, 10 MeV. A counter viewpoint is that particle acceleration in eruptive flares cai 
occur in association with interplanetary shocks that are well-removed in space and time fro~ 
the associated flare (see Reames, 1991, these Proceedings). 

4. T h e  Mode rn  Era,  Space Observat ions  and Synthesis  

In 1963, the A A S - N A S A  Symposium on Solar Flares (Hess, 1964) was a watershed meetin 
for the phenomenon that we call now eruptive flares. Kiepenheuer suggested that erupti~ 
quiescent filaments should be viewed as 'soft' versions of two-ribbon flares. Kleczek arrived 



the fundamental conclusion that there is not enough plasma in the corona to condense into the 
loop prominences and that material must be transported from lower atmospheric layers into the 
loops. Avignon, Caroubalos, Martres, and Pick emphasized the close association of type IV radio 
bursts with two-ribbon flares. A key breakthrough at this Symposium was Petschek's model 
of field-line reconnection which, for the first time, made the reconnection process realistically 
applicable to flares. Finally, Carmichael presciently proposed the general magnetic configuration 
in which eruptive flares occur (Figure 4, upper left) and the relationship of eruptive flares with 
the yet-to-be-discovered coronal mass ejections. 

Bruzek's landmark paper in 1964 established two basic tenets of the modern view of eruptive 
flares: (1) flare ribbons represent the chromospheric base of coronal loop prominence systems 
(post-flare loops), and (2) individual loops do not expand during such flares, rather the apparent 
growth of such systems is due to the formation of higher and higher loops while the lower ones 
fade in place. This fact, deduced from Ha data, was later confirmed by Skylab for loop systems 
observed in soft X-rays (Moore et al., 1979) and by SMM in hard~X-rays (~vestka et al., 1987). 
The successive formation of higher temperature loops gave evidence that, in contrast to 'compact' 
flares (Pallavicini, Serio, and Vaiana, 1977), energy release in eruptive flares is not short-lived 
but continues for many hours. 

The unique association of loop-prominence systems, type IV radio bursts (i.e. trapped 
accelerated electrons) and strong proton streams in space (by Ellison, McKenna, and Reid, 
1961) with two-ribbon flares clearly indicated that this type of flare represented a special class 
of the flare phenomenon. Sturrock (1968) proposed the first quantitative model of such flares, 
invoking reconnection to account for particle acceleration, ejected plasma, and the formation of 
the two bright ribbons in the chromosphere (Figure 4, upper right). 

Knowledge of ejections from flares increased substantially in the 1970s. Wave fronts gener- 
ated in flares were critically summarized by Smith and Harvey (1971) and interpreted as shock 
waves by Uchida, Altschuler, and Newkirk (1973). During 1970 - 1973, 13 abrupt depletions of 
localized regions of the inner solar corona were detected by the Mark I coronameter at Manna 
Loa (Itansen et al., 1974), and other coronal disturbances were observed by the NRL coronagraph 
on 0 S 0 - 7  (as reported in Proceedings of the IA U Symposium 57 (Newkirk, 1974) by Brueckner 
(see also Tousey, 1973), and Stewart et al.) In 1973-1974, the coronagraph on Skylab obtained 
well-resolved photographs of coronal mass ejections (CMEs) (then called coronal transients, see 
MacQueen et al. in Newkirk, 1974). It was found that many CMEs are not associated with 
flares, but rather with eruptions of quiescent filaments (Gosling et al., 1974). This gave impulse 
to the creation of the term dynamic (~vestka, 1986) or eruptive flare (following Priest's sugges- 
tion): it includes not only two-ribbon flares but all instabilities related to erupting filaments and 
any coronal configuration of a similar nature. 

The above discoveries stimulated new efforts at modelling erupting flares. First Hirayama 
(1974) modelled the flare-associated dynamic events (Figure 4, middle), including evaporation 
of chromospheric gas into coronal loops. His pioneering work was followed two years later by the 
widely accepted Kopp and Pneuman (1976) model of field opening and sequentially reconnecting 
field lines (Figure 4, below). We will talk here about the K-P model, but one should not forget 
the earlier work of Carmichael, Sturrock, and ttirayama. 

The K-P model successfully explained the successive formation of new loops, the velocity 
pattern of the growth of the loops and the separation of the bright ribbons, as well as the 
long-lasting release of energy. Sakural's (1985) modelling of X-ray loops with the current-free 
approximation provided evidence that the magnetic structure of the loops had to be greatly 
simplified shortly before their appearance, most likely through field-line reconnection. 



The original K-P model,however, also had several deficiences. 
First, it did not specify any reason for the initial opening of the magnetic field structure. Only 

later years brought suggestions for the opening mechanism: internal, through loss of equilibrium 
(Martens and Kuin, 1989) or MHD instability (Sturrock, 1989; Priest and Forbes, 1990), or 
external, through newly emerging ttux (Rust, Nakagawa, and Neupert, 1975), flux cancellation 
(Van Ballegooijen and Martens, 1989), or slow-mode waves (Rust and ~vestka, 1979). 
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Second, the loop temperatures derived by K-P seemed high enough at the time when the 
model was proposed, but became too low, by almost an order of magnitude, when hard X-ray 
data became available. K-P supposed that a gas-dynamic shock propagates downwards from 
the reconnection site and heats the upflowing plasma to 3 - 4 million degrees. In 1983 Cargill 
and Priest showed that, in the context of the K-P model, one can heat the loops to the observed 
temperatures in excess of 20 million degrees by slow MHD shocks. 

Third, the original K-P process failed to bring enough plasma from the chromosphere into 
the coronal loops to explain their observed density, at times greater than 1012 cm -3 (Heinzel 
and Karlick~, 1987), and the total mass between 1016 and 1017 g established earlier by Kleczek 
(in Hess, 1964). Only improved theories of the evaporation process, proposed by Forbes and 
Malherbe (1986) and, in several studies, by Canfield, Fisher, and Gunkler, could keep the K-P 
model valid. Following Fisher (1986) one can distinguish two types of evaporation: an explosive 
one, if the chromosphere is heated by particle flows, and a non-explosive evaporation through 
conduction. The explosive evaporation occurs during the impulsive phase, whereas later on, 
when the 'post'-flare loops are formed, only the conductive evaporation is active, propagating 
at 0.2-0.4 of the sound speed. This agrees very well with evaporation speeds actually observed 
in a loop system by Schmieder et al. (1987). 

Thus we conclude that the K-P model, with the modifications mentioned above, can ade- 
quately explain eruptive flare processes. 

In 1982, (~vestka et al., 1982a), using HXIS observations from SMM, discovered X-ray giant 
post-flare arches above eruptive flares. The giant arches represent the lowest and most dense 
parts of stationary type IV bursts and, later on, type I radio noise storms. It seems clear that 
the two structures in Figure 5, respectively observed by Wild (1969) at Culgoora at metric 
radio waves and by HXIS on SMM below 3.5/~ X-rays, are essentially the same phenomenon. 
Similar and probably related structures were also observed on radio waves by other authors, e.g. 
Gopalswamy and Kundu (1987). Kopp and Poletto (1990) demonstrated (as Sakurai did for 
'post'-flare loops) that the arches can be fit by a current-free field. This implies that the arches 
also form through field-line reconnection, but different authors disagree so far as to where, when, 
and why this reconnection happens. 

A 01 h 33~.S ~C~~ 

N 
I 
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Fig. 5. Left: Wild's (1969) images of moving (A,B,C) and stationary (D) type IV bursts on 
metric radio waves. - - i t  Middle: HXIS image of the giant arch of 6 November 1980 in 3.5 - 5.5 
keV X-rays. (Dashed curve: solar limb.) Right: Type IV burst associated with this arch early 
on November 6 and type I noise storm above the arch on November 7 (~vestka et al., 1982b). 



In some eruptive flares with long-lasting X-ray bursts the X-ray spectrum progressively hard- 
ens. This was observed by ISEE-3 (Vilmer, Kane and Trottet, 1982), Hinotori (e.g. Takakura 
et al., 1984), as well as by SMM (e.g. Cliver et al., 1986). This again points to a magnetic trap 
above the flare site, in which the energy-dependent colUsional loss of confined electrons causes 
the hardening (Tsuneta, 1983). 

In concluding this necessarily brief review of the modern era of eruptive flare research, we 
mention recent studies of CME timings (e.g., Harrison et al., 1990; cf., Smith and l~amsey, 1964) 
and size scales (Kahler et al., 1989) relative to flaxes which, when coupled with analyses of the 
energy contained in flare mass motions (e.g., Webb et al., 1980), indicate that the 'flare' part of 
'eruptive flares' may be properly viewed as a consequence of the 'eruptive' part. The evolution 
of our understanding of the relationship between eruptive flares and CMEs is reviewed by Kahler 
(1992). 

5. Conclusions 

In conclusion, we want to emphasize the basic characteristics of eruptive flares as we under- 
stand them (we are aware that there is not unanimous agreement on this question, but that's 
one of the reasons why the Colloquium was held). 

The preflare magnetic field in the Carmichel/Sturrock/Hirayama/Kopp and Pneuman con- 
figuration becomes unstable (due to an instability or an outer trigger), opens, and the open 
field lines subsequently reconnect. A dark filament, if present, manifests the field opening by 
its eruption and an associated CME may propagate into interplanetary space. The field recon- 
nection is manifested as the sequential appearance of progressively higher flare loops formed 
at temperatures in excess of 20 million K, and by continuous energy release, lasting for many 
hours. In many events, post-flare coronal arches brighten for tens of hours in the corona following 
eruptive flares; these arches appear to be the lowest and densests parts of magnetic traps above 
the flare sites which, in their higher parts, produce moving (CME-associated) and stationary 
(arch-associated) type IV radio bursts; the stationary bursts gradually evolve into radio noise 
storms. 

The consequences of the field-line opening depend very much on the strength of the involved 
magnetic field. In very old remnants of active regions, eruptions of quiescent filaments produce 
disparitions brusques, without any chromospheric brightenings; in somewhat stronger fidds a 
few Ha bright patches appear, which eventually merge into two bright Ha ribbons when the 
field opens in an (even spotless) active region. These ribbons, parallel to the zero line, become 
very bright in two-ribbon flares which appear in fully developed regions; the most energetic of 
them are the proton or cosmic ray flares. Because the basic process is the same in all these 
phenomena, we call them collectively eruptive flares. All eruptive flares, from the disparitions 
brusques to the cosmic-ray flares, may be associated with mass ejections in the solar corona. 

References 

Anonymous: 1875, Monthly Notices Roy. Astron. Soc. 36, 137. 
Appleton, E.V. and Hey, J.S.: 1946, Phil Mag. ser. 7, 37, 73. 
Bartels, J.: 1937, Terr. Mag. and Atmos. Elect. 42, 235. 
Boischot, A.: 1957, Compt. Rend. Acad. Sci. Paris 244, 1326. 
Bruzek, A.: 1964, Astrophys. J. 140, 746. 
Bumba, V.: 1958, Izv. Krymsk. Astrofiz. Obs. 19, 105. 



]0 

Cargill, P.J. and Priest, E.tt.: 1983, Astrophys. J. 266, 383. 
Carrington, R.C.: 1859, Monthly Notices Roy. Astron. Soc. 20, 13. 
Cliver, E.W., Feynman, J., and Garrett, H.B.: 1990, J. Geophys. Res. 95, 17103. 
Cliver, E.W., Dennis, B.R., Kiplinger, A.L., Kane, S.R., Neidig, D.F., Sheeley, N.R., Jr., and 

Koomen, M.J.: 1986, Astrophys. J. 305, 920. 
Covington, A.E. and Harvey, G.A.: 1958, J. Roy. Astron. Soc. Canada 52, 161. 
Dellinger, J.H.: 1935, Phys. Rev. 48, 705. 
Dellinger, J.H.: 1937, Terr. Mag. and Atmos. Elect. 42, 49. 
Dodson, H.W.: 1949, Astrophys. J. 110, 382. 
Dodson, H.W. and ttedeman, E.tt.: 1968, Nobel Syrup. 9, 37. 
Dodson, H.W., Hedeman, E.R., and Owren, L.: 1953, Astrophys. J. 118, 169. 
EUison, M.A.: 1946, Monthly Notices Roy. Astron. Soc. 106, 500. 
EUison, M.A.: 1949, Monthly Notices Roy. Astron. Soc. 109, 3. 
Ellison, M.A., MeKenna, S.M.P., and Reid, J.H.: 1961, Dunsink Obs. Publ. 1, No. 3, p. 53. 
Fenyi, J.: 1892, Astron. Astrophys. 11, 63. 
Fisher, G.tt.: 1986, Lecture Notes in Physics 255, 53. 
Forbes, T.G. and Malherbe, J.M.: 1986, Astrophys. J. 302, L67. 
Forbush, S.E.: 1946, Phys. Rev. 70, 771. 
Giovanelli, R.G.: 1939, Astrophys. J. 89, 555. 
Gopalswamy, N. and Kundu, M.R.: 1987, Solar Phys. 111,347. 
Gosling, J.T., Hildner, E., MacQueen, R.M., Munro, R.H., Poland, A.I., and Ross, C.L.: 1974, 

J. Geophys. Res. "19, 4581. 
Hale, G.E.: 1892a, Astron. Astrophys. 11,407. 
Hale, G.E.: 1892b, Astron. Astrophys. 11,917. 
Hale, G.E.: 1926, Proc. Nat. Acad. Sci. 12, 286. 
Hale, G.E.: 1929, Astrophys. J. 70, 265. 
Hale, G.E.: 1931, Astrophys. J. 73, 379. 
Hansen, R.T., Garcia, C.J., Hansen, S.F., and Yasukawa, E.: 1974, Publ. Astron. Soc. Pacific 

86, 500. 
Harrison, It.A., Hildner, E., Hundhansen, A.J., Sime, D.G., and Simnett, G.M.: 1990, 

J. Geophys. Res. 95, 917. 
Heinzel, P. and Karlick~, M.: 1987, Solar Phys. 110, 343. 
Hess, W.N. (ed.): 1964 AAS-NASA Symposium on the Physics of Solar Flares, NASA-SP 50. 
Hirayama, T.: 1974, Solar Phys. 34, 323. 
Hodgson, It. 1859, Monthly Notices Roy. Astron. Soc. 20, 14. 
Howard, R.A., Sheeley, N.it., Jr., Koomen, M.J., and Michels, D.J.: 1985, J. Geophys. Res. 90, 

8173. 
Hudson, H.S.: 1987, Solar Phys. 113, 1. 
Kahler, S.W.: 1992, Ann. Rev. Astron. Astrophys. (in press). 
Kahler, S.W., Sheeley, N.R., Jr., and Liggett, M.A.: 1989, Astrophys. J. 344, 1026. 
Kopp, It.A. and Pneuman, G.W.: 1976, Solar Phys. 50, 85. 
Kopp, It.A. and Poletto, G.: 1990, Solar Phys. 127, 267. 
Kreplin, It.W, Chubb, T.A., and Friedman, H.: 1962, J.Geophys. Res. 67, 2231. 
McMath, It.It., Pettit, E., Sawyer, H.E., and Brodie, J.T.: 1937, Pub. Astron. Soc. Pacific 

49, 305. 
Main, It.: 1859, Mere. Roy. Astron. Soc 19, 161. 
Martens, P.C.H. and Kuin, N.P.M.: 1989, Solar Phys. 122, 263. 
Meadows, A.J.: 1970, Early Solar Physics, Pergammon Press, London. 
Meyer, J.P., Parker, E.N., and Simpson, J.A.: 1956, Phys. Rev. 104, 768. 



1] 

Moore, R., McKenzie, D.L., ~vestka, Z. Widing, K.G., and 12 coauthors: 1979, in P.A. Sturrock 
(ed.), Skylab Solar Workshop II, p. 341. 

Neidig, D.F. and Cliver, E.W.: 1983, A Catalog of Solar White Light Flares (1859 - 1982), 
AFGL-TR-83-0257. 

Newkirk, G. (ed.): 1974, Coronal Disturbances, IA U Symposium 57, Surfer's Paradise. 
Newton, H.W.: 1930, Monthly Notices Roy. Astron. Soc. 90, 820. 
Newton, tt.W.: 1940, J. Brit. Astron. Assoc. 50, 273. 
Newton, I-I.W.: 1943, Monthly Notices Roy. Astron. Soc. 103, 244. 
Pallavicini, It., Serio, S., and Vaiana, G.S.: 1977, Astrophys. J. 216, 108. 
Payne-Scott, R., Yabsley, D.E., and Bolton, J.G.: 1947, Nature 160, 256. 
Pick, M.: 1961, Ann. d'Astrophys. 24, 183. 
Priest, E.it. and Forbes, T.G.: 1990, Solar Phys. 126, 319. 
Reames, D.V.: 1991 (these Proceedings). 
Iteid, G.C.: 1964, J. Geophys. Res. 69, 2659. 
Itichardson, It.S.: 1944, Proc. Astron. Soc. Pacific 56, 156. 
Itudaux, L.: 1892, L'Astronomie 11,342. 
Rust, D.M. and ~vestka, Z.: 1979, Solar Phys. 63, 279. 
Itust, D.M., Nakagawa, Y., and Neupert, W.M.: 1975, Solar Phys. 41,397. 
Sakurai, T.: 1985, Solar Phys. 95,311. 
Schmieder, B., Forbes, T.G., Malherbe, J.M., and Machado, M.E.: 1987, Astrophys. J. 317, 

956. 
Severny, A.B.: 1958, Izv. Krymsk. Astrofiz. Obs. 20, 22. 
Smith, S.F. and Harvey, K.L.: 1971, in J. Macris (ed.), Physics of the Solar Corona, p. 156. 
Smith, S.F. and Itamsey, H.E.: 1964, Zs. f. Astrophys. 60, 1. 
Smith, H.J. and Smith, E.v.P.: 1963, Solar Flared, The Macmillan Co., New York. 
Sturrock, P.A.: 1968, IAUSymp. 35,471. 
Sturrock, P.A.: 1987, Solar Phys. 113, 13. 
Sturrock, P.A.: 1989, Solar Phys. 121,387. 
~vestka, Z.: 1986, in D.F. Neidig (ed.), The Lower Atmosphere of Solar Flares, p. 332. 
~vestka, Z., Stewart, It.T~, Hoyng, P., van Tend, W., Acton, L.W., Gabriel, A.H., Itapley, C.G., 

and 8 coauthors: 1982a, Solar Phys. 75, 305. 
~vestka, Z., Dennis, B.it., Pick, M., Rax)ult, A., C.G. Rapley, Stewart, It.T., and Woodgate, 

B.E.: 1982b, Solar Phys. 80, 143. 
~vestka, Z., Fontenla, J.M., Machado, M.E., Martin, S.F., Neidig, D.F., and Poletto, G.I 1987, 

Solar Phys. 108, 237. 
Takakura, T., Ohki, K., Sakura~, T., Wang, J.L., Xuan, J.Y., Li, S.C., and Zhao, It.Y.: 1984, 

Solar Phys. 94, 359. 
Tousey, It.: 1973, Space Res. 13, 48. 
Tsuneta, S.: 1983, Thesis, University of Tokyo. 
Uchida, Y., Altschuler, M.D., and Newkirk, G.: 1973, Solar Phys. 28, 495. 
Van Ballegooien, A.A. and Martens, P.C.tt.: 1989, Astrophys. J. 343,971. 
Vilmer, N., Kane, S.it., and Trottet, G.: 1982, Astron. Astrophys. 108, 306. 
Waldmeier, M.: 1938, Zs. f. Astrophys. 16,276. 
Webb, D.F., Cheng, C.-C., Dulk, G.A., Edberg, S.J., Martin, S.F., McKenna-Lawlor, S., and 

McLean, D.J.: 1979, in P.A. Sturrock (ed.), Skylab Solar Workshop II, p. 471. 
Wild, J.P.: 1969, Solar Phys. 9, 260. 
Wild, J.P., and McCready, L.L.: 1950, Australian J. Sci. Res. A 3, 387. 
Wild, J.P., Smerd, S.F., and Weiss, A.A.: 1963, Ann. Rev. Astron. Astrophys. 1,291. 
Zirin, G.E.: 1968, Solar Phys. 5,435. 



1. 

P R E F L A R E  S I T U A T I O N  

A N D  

F L A R E  O N S E T  

R e l a t e d  pos ter  papers  in Chapter  8: 

S.F. Martin (Extended Abstract) 

B. Schmieder, K.P. Dere, and J.E. Wiik 

P.L. Bornmann and D. Shaw 

E. Correia, P. Kaufmann, and F.M. Strauss (Extended Abstract) 

A. Falchi, R. Falciani, and L.A. Smaldone (Extended Abstract) 

K. Galsgaard and ~1. Nordlund 





BASIC MAGNETIC CONFIGURATION AND ENERGY SUPPLY PROCESSES 
FOR AN INTERACTING FLUX MODEL OF ERUPTIVE SOLAR FLARES 

E R Priest 
Mathematical and Computational Sciences Department 
The University, St Andrews, KY16 9SS, Scotland, UK 

Abstract 
A review is given of our current understanding of: the basic magnetic configuration of 

a flare, including loop and arcade structures, prominence models and interactions of separate 
flux systems; the process of preflare energy storage in excess of potential due to photospheric 
motions; the conditions for flare occurrence, including shear in the corona and complexity 
and the roles of spot motions, flux cancellation and prominences; theories for eruption by 
magnetic nonequilibrium. In the course of this, the elements of a new Interacting Flux Model 
for flares are outlined. 

1. Introduction 
What is the basic magnetic configuration for a flare? How is the energy supplied? 

Why does the flare start? These are fundamental questions on which much progress has been 
made since Zdenek Svestka wrote his classic monograph on Solar Flares, in which he 
reviewed our knowledge comprehensively and pointed many of us in the right directions 15 
years ago. The answers have been coming partly from observations and partly from MHD 
theory (e.g. HeYvaerts and Hagyard, 1991). 

Wherever the length-scale is much larger than a mean-free path 
~.mfp = 300 (Tc/106K) 2 (nc /1017 m-3)-I m, which is typically 300m, or even an 
ion gyroradius Pi = 0.1 (T/106K)~(B/100G)-I m, which is typically 0.1 m, and the flow 
speed is much less than the speed of light (300 Mm s-l), the behaviour of solar plasma is 
governed by the equations of magnetohydrodynamics, which describe mathematically several 
physical processes. The induction equation 

0B _ V x ( v x B ) + r l  V2B (1) 
0t 

shows how the magnetic field changes in time due to transport of magnetic field lines with the 
plasma and their diffusion through the plasma. The latter process only occurs effectively in 
narrow regions smaller than, say, 10km in width, but such regions are needed for the 
conversion of magnetic energy to other forms. The equation of motion 

dv 
9 ~ = - V p + j x B + p g  (2) 

describes how plasma is accelerated by the forces of pressure gradient, magnetic field and 
gravity, where 

j = V x B / g  and E = v x B + j / t J  (3),(4) 
These are supplemented by equations of continuity and energy. 

It should be noted that the plasma velocity (v) and magnetic field (B) are the primary 
variables, while the electric current (j) and field (E) are secondary and may be derived by (3) 
and (4) from v and B if required; they contain less information than v and B and, for 
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instance, say nothing about the connectivity and topology of the magnetic field. Regions of 
high magnetic gradient (V x B) are regions of high current and so one can certainly talk 
about large-scale currents, provided it is realised that they are created by the above MHD 
processes rather than, as in the laboratory, being driven by electric fields. 

Another point is that the MHD equations in their fullness are impossible to solve. They 
are three-dimensional, time-dependent and nonlinear, so that even if you were able to solve 
them numerically you would not be able to understand the results. We need to simplify them 
- to construct mathematical models in which the physical processes we want to investigate are 
isolated. So, for a particular model, you should ask - what are the physical assumptions, the 
initial and boundary conditions? Are they justifiable? The skill of the theorist is to choose 
assumptions that make the resulting equations both tractable and physically important. 

Compare the sizes of the terms in equation (2), namely pv2/L, p/L, B2/(I.tL ) and pg in 
order of magnitude. Thus, if v2 << Cs 2 = p/p and v 2 << VA2 = B2/(lap), so that the flow 

speed is much smaller than both the isothermal sound speed (Cs) and the Alfven speed (VA), 

then equation (2) reduces to the equation of magnetohydrostatics 
0 = - V p + j × B + p g ,  (5) 

which can in principle describe a static preflare magnetic configuration. If also the plasma 
beta 13 = p/[B2/(2~t)] = 3.5 × 10 -4 (n/1015 m-3) (T/106K) (B/100G)-2 is much 
smaller than unity, then Vp is negligible. If the height of our structure is much smaller than 
the scale-height H = 50 (T]106K) Mm, then gravity is negligible and the force-balance 
reduces to the basic equation 

j x B = 0 (6) 
for a force-free field where j = V × B/bt. Using (3) it may be rewritten as 

-V (B2/(2g) + (B. V) B/g = 0 
representing a balance between a magnetic pressure gradient and a magnetic tension force. 

Several points may be noted about equation (6), which is still three-dimensional and 
nonlinear and so very complicated. It implies that the electric current is parallel to the 
magnetic field; it is not driven by the electric field but is determined from the magnetic field 
physically by force-balance and boundary footpoint locations. The ratio of current to 
magnetic field is a function o~(x,y,x)/bt of position. Thus 

V x B  = ~ B  (7) 
and the divergence of (6) gives B.V ot = 0, so that ot is constant along each field line. If {x 
takes the same value on all field lines and so is homogeneous, the curl of (7) reduces to the 
standard equation 

V2 B = -c~2 B (8) 
for a linear force-free field; solutions to (8) are known as "constant-~" solutions. 

The aims of MHD theory in tackling the solar flare phenomenon are: firstly, to 
describe the preflare magnetic configuration and evolution and determine why the flare 
begins; and, secondly, to model the process of energy release by reconnection and describe 
the accompanying dynamic plasma phenomena such as the eruption and mass motions. My 
aim is to describe progress on the first question, while Terry Forbes will describe the second 
in his review. 
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2. Basic Magnetic Configuration 
It was initially realised that in the photosphere and chromosphere a flare occurs near a 

sunspot, a region of strong magnetic field. Later it was stressed that in particular it takes 
place in complex sunspot groups and near an active-region prominence. A similar 
refinement in understanding of the coronal part of a flare has developed: the Skylab 
observations showed the coronal structure to be a loop, whereas more recently SMM, VLA 
and NIXT results have revealed complex structures with several interacting loops. There are 
many ways of modelling theoretically the equilibrium configuration or parts of it, as follows. 

2,1 A lp0p 
The building blocks of the closed corona are coronal loops. The simplest way to model 

a loop is to neglect its curvature and regard it as a cylindrical flux tube with field 
components (0, B o (R), B z (R)) in cylindrical coordinates satisfying (6) which reduces to 

d ~ )  B ~ 2 = 0 "  (9) 

Alternatively, one may include curvature but regard the flux tube as thin and in 
equilibrium between magnetic buoyancy and magnetic tension (Parker, 1979; Browning and 
Priest, 1984). There is as yet no good analytical, three-dimensional model, but numerical 
methods have proved very useful (Sakurai, 1989; Steinolfson, 1990) and a review of flux 
tube equilibria has recently been given (Priest, 1990). 

2.2 An arcade 
There is a standard linear force-free model for a coronal arcade, namely 

(Bx' BY' Bz) = B0 e-~Z (~ c°s kx,ct ) ~- cos kx, - sin kx , (10) 

where g2 = ct2 - k2 and the z-axis is vertical. As a increases, so the field lines become more 
sheared. Alternatively, an arcade may be modelled as a cylindrically symmetric structure 
whose field components satisfy (9) with the z-axis horizontal. Also, numerical models for 
arcades have been constructed (Sturrock and Woodbury, 1967 and many articles by Wu and 
Klimchuk). 

2.3 Prominence Models 
As we shall see, a prominence occupies a central part of the preflare configuration. 

Prominence models may be classified as having either Normal Polarity or Inverse Polarity 
(Priest, 1989). The former include the Kippenhahn-Schliiter and Hood-Anzer (1990) models 
and the latter include the Kuperus-Raadu and Ridgway-Priest (1991) model, which is the first 
self-consistent, nonsingular solution of inverse polarity. 
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(c) 

(b) 

(d) 

Figure 1. The Twisted Flux Tube model showing (a) an initial tube, (b) prominence 
formation, (c) prominence growth and (d) eruption. 

The Twisted Flux Tube Model (Priest, Hood and Anzer, 1989) gave a solution for 
prominence plasma supported in a flux tube and suggested that, when an initial large flux tube 
has sufficient twist, there is a dip at its summit, and so a prominence may start to form. As 
the twist increases, so the prominence grows in length until eventually the twist is so large 
that it erupts (Figure 1). The twist can in principle be produced either by Coriolis forces 
twisting up the ends or by flux cancelation (Martin et al 1985; Van Ballegooijen and Martens, 
1989; Ridgway and Priest, 1991), as indicated in Figure 2, although the latter process is much 
more likely in practice. 
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Figure 2. Formation of twist by (a) shear and convergence followed by (b) reconnection. 
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2,4 Interacting Flux 
Two-dimensional models of the interaction between neighbouring flux systems have 

been presented by Priest and Raadu (1975) for two equal bipoles and by Tur and Priest 
(1976) for unequal bipoles and for the emergence of a bipole into an overlying field. In three 
dimensions an X-point becomes a separator curve and the separatrix curves (the field lines 
which intersect at the X-point) become separatrix surfaces separating the distinct flux systems 
(Figure 3), as studied by Sweet (1958), Baum et al (1979), Machado et al (1983), Gaizauskas 
(1989). 

\ 

% 

separator 

Figure 3. The topology above four sunspots. 

Henoux and Somov (1987) modelled such a structure with 4 monopole sources, and 
Gorbachev and Somov (1988) found an example where field lines from a small region near 
the separator end in the Ht~ ribbons. Also Mandrini et al (1991) and Demoulin et al (1991) 
have instead modelled a flaring configuration with 4 or 17 magnetic dipoles with the flux and 
range as parameters, and again they find the Hct kernels are located on the separatrices - ie., 
the feet of the fieldlines that reconnect at the separator (Figure 4). Note that it is the MHD 
interaction between neighbouring flux systems that drives reconnection and therefore 
produces a current along the separator, rather than the tail (the current) wagging the dog (the 
magnetic field). 
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Magnetic structure and flare kernels for the Nov 5, 1980 flare (Mandrini et al) 

3. Energy Stori~ge 
The energy for a flare is certainly of magnetic origin• It can only come from 

distortions away from a potential configuration. Associated with these distortions, there is 
free magnetic energy and currents flowing in the corona. The same is true for the MHD 
Turbulence Mechanism for heating the corona (Heyvaerts and Priest, 1984: 1991; Van 
Ballegooijen, 1986), and so maybe there is a continuity in the sequence from big flares to 
small flares to miniflares to microflares to nanoflares or turbulent coronal heating events. 
The differences could be the time to build up the free energy or the spatial coherence of the 
storage mechanism, with large flares having large spatial coherence or macroscopic 
organisation (Heyvaerts and Hagyard, 1991) on which I am focussing here. 

For a given normal field component (Bn) at the photosphere, the magnetic energy is a 

minimum when V x B = 0, so that the current vanishes and, after taking the curl, we find 
that V 2 B = 0 so that the field is a potential one. Excess energy is then stored by a change 
in photospheric boundary conditions, such as emerging flux (Zirin 1983), flux cancellation 
(Martin et al, 1985) or sunspot motions (Gestelyi et al, 1986). In general the footpoints move 
and Bn changes, and so at each time you need to compare the actual magnetic energy and the 
potential energy for the particular Bn. 

The free magnetic energy is certainly sufficient for a flare. For example, if you twist 
up by 2n a typical loop of 500 G, length 50 Mm and width 10 Mm, you store an excess energy 
of 3 x 1023 J (3 x 1030 erg), sufficient for a small flare. Or if you shear an arcade of 500 G, 
length 100 Mm and width 40 Mm to give a shear angle of 45 °, the excess energy is 6 x 1025 J 
(6 x 1032 erg), enough for a large flare• Also there is plenty of time to store the energy by 
slow photospheric footpoint motions, with evolution through equilibria. The time-scale is 
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the distance moved divided by the speed (say 1 km s -1) and so the time to move 105 km and 
store enough energy for a large flare is about 1 day, whereas the time to move 104 km and 
give a moderate flare is 2 hours. 

However, the coronal field naturally tends to reconnect and lower the energy, heating 
the closed corona on a time-scale Zh ,say. Therefore, if the time (Zp) for photospheric 

changes is fast (Zp < Zh), then the footpoint connectivity is preserved and new free energy is 
stored. If, on the other hand, the photospheric changes are slow ('~p > %), then the 
connectivity continually changes and the corona is heated by driven reconnection. "¢h is 

uncertain in value and depends on the magnetic configuration. In principle it could be 
determined observationally by comparing changes in the coronal structure with a variety of 
different photospheric motions. If a closed loop or arcade were heated by tearing on a time- 

scale Zh ~ Ztmi N (Xd "CA) 1/2 = (g3 nl/2/(B0 rl)) this would give "Oh ~ 3 x 106 secs (-- 5 

weeks) for B0 = 100 G ,  T = 106 K, n = 1015 m-3, g = 10 Mm, since the resulting Alfven 
time (ZA) is about a second and the diffusion time (zd) 1013 secs. By contrast reconnection 

driven between neighbouring flux by photospheric motions would just occur on the driving 
time of minutes or hours, say. Thus it is much easier to store energy by twisting or shearing a 
closed structure. 

Aly (1990) showed that for a given normal field (Bn) at the photosphere 
Wpot < W < W open, so that the energy (W) of any 3D closed force-free field lies between 
the potential energy and the energy of the corresponding open field (see also Barnes and 
Sturrock, 1972). Therefore the open field is a state of maximum energy 

1 f I Bz Bz'l dxdydx 'dy ' .  
W°pen = ~ ~/[(x_x')2 + (y_y')2] 

This is at first worrying because one wonders how it it possible to open a field, but 
maybe an eruption only makes it partially open, or maybe there are plasmoids or knots which 
enable Wopen to be exceeded. It would be useful to apply this to actual data. However, Finn 

and Chen (1990) find in a numerical experiment that shearing does not make their 
configuration approach an open field at large time. Also Aly (1990) has shown thankfully 
that three-dimensional force-free fields that are ideally stable and have an energy of order 

Wopen (and a L = 1) do exist. 

The free energy in a force-free field can be calculated from vector magnetograph data 
(Molodensky, 1974) from the expression 

1 
Wfree = ~ ~ ~ Bz [x (Bx- Bx pot) + Y (By- By pot)] dx dy. 

Hofmann, for instance, (in Heyvaerts and Hagyard, 1991) found energies for 80 cases in the 
range 5 x 1032 to 5 x 1033 erg, but does ignore side boundaries and there are observational 
uncertainties (see also Sakurai, 1989; Gary et al, 1987). 

The vertical current following up from the photosphere can be calculated locally from 
Jz = 1/it (dBy/dx - dBx/dy) or the total current crossing a certain area follows from 

I = 1/It S B.ds integrated around the boundary of the region. It is found that the first flare 

kernels are located at peaks ofjz, ie., at regions of high magnetic shear (Hagyard, 1988; Lin 
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and Gaizauskas, 1987). Furthermore, the magnetic field in the corona can be calculated using 
extrapolation techniques from photospheric observations to give either a potential field or a 
linear force-free field or, very much better, a nonlinear force-free field (Sakurai, 1989; 
Gary et al, 1990). 

However, it is important to notice that not all of the free energy is really free! When 

the fields reconnect, the total magnetic helicity H = S B. A dV, where B = V x A, is 

conserved. This is a measure of the twist and connectedness of the magnetic field, so that 
H = Hself + Hmutual, (11) 

where the self helicity (Hself) comes from the twist of each flux tube and the mutual helicity 

is due to the braiding of tubes around each other. Thus reconnection can actually increase the 
twist of a tube and so make it more anstable. 

Figure 5. Conversion of mutal to self magnetic helicity. 

For example, if we start with two tubes as shown !n Figure 5 that are untwisted and each have 
magnetic flux F, they have no self helicity but a mutual helicity Hmutual = 2~c F2. Now 

suppose the tubes reconnect and so lose their mutual helicity but each become twisted by an 
amount T. Then the sum of their self helicities is Hself = 2 T F 2 and so conservation of total 
helicity implies that the twist is T = g. Indeed, this process can produce the twist that has been 

observed in "post"-flare loops. 
The state of lowest magnetic energy with a given magnetic helicity is a linear force- 

free field and so the "really free" energy is 
WFREE = W - Wlin f f f ,  (12) 

namely the difference between the actual energy and the energy of a linear force-free field, 
and this is less than the free energy Wfree = W - Wpot in excess of potential that has been 

referred to so far. In view of this, it is encouraging that the observed values of Wfree 

mentioned above are larger than the flare energy. Thus, I am suggesting that the energy 
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reduces to the energy of a linear force-free field rather than a potential field because of the 
need to conserve magnetic helicity. Of course some of the magnetic helicity will leave the 
sun in the erupting prominence, and so Eruptive Flares and erupting prominences may serve 
a useful purpose in ejecting magnetic helicity from the Sun. Otherwise, in spite of 
cancelations of helicities of opposite sign, the magnetic helicity in the atmosphere would 
possibly build up indefinitely due to shearing and twisting motions in the photosphere which 
are preferentially of one sign in a given hemisphere. 

The rate of energy supply, of increase of magnetic energy in the corona, is simply the 

Poynting flux through the photosphere, namely dWm/dt = 1/It ~ (E x B)z dx dy where 

E = -v x B (Priest and Forbes, 1990). For a two-dimensional arcade being sheared by 
motions (Vy) in the y-direction along the arcade this becomes per unit length 

dWm -1 
dt _ ~  ~ v y B y B z  dx (14) 

and so, even if Bz and Vy remain constant in time, the rate of energy increase is not constant 
since By tends to increase as the shear grows. For example, if a motion Vy = v 0 x/L is 
applied to the feet of the linear force-free arcade (10), where v0 is constant in time, the ct 

value becomes ct (t) = k v0(t/L)(1 + v02 t2/L2)-l/2 and the magnetic energy per arcade 

becomes Wm (t) = B02 L2/(~tn) (1 + v02 t2/L2) 1/2 which grows at first (t < L/v0) 

quadratically and later linearly in time. At the same time the coronal flow speeds at large 
heights in response to slow footpoint motions can be so high that static evolution breaks 
down. 

Figure 6. The overall scenario for a two-ribbon flare. 
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4. Conditions for Flare Occurrence 
In a large flare the overall scenario (Priest, 1981; Moore, this colloquium) is that 

during the preflare phase a prominence and its highly sheared field rise slowly - note that by 
its nature such a field is nonlinear since the ambient field is essentially potential. Then at flare 
onset we have the impulsive phase and a rapid eruption of the prominence, which probably 
occur because of the start of reconnection below the rising prominence. But why does the 
eruption occur? Why does the flare start? 

Small flares may be driven by photospheric motions with energy released in the corona 
at the rate of supply. There is for these flares no energy storage and only minor 
nonpotentiality. For large flares several necessary conditions have been proposed. The 
obvious one is storage of free energy in a nonpotential field, since the photospheric changes 
during a flare are small. Also flaring has been associated with strong magnetic gradients 
(Moreton and Sevemy, 1968). 

Two important necessary conditions are "Shear in the Corona" and "Complexity". 
Shear before flares is often observed in the chromosphere, as shown in Htx fibrils (Tanaka 
and Nakagawa, 1973) and also in the photosphere, as shown in magnetograms near the 
polarity inversion line (Hagyard et al, 1982; Machado and Moore, 1991; Zirin and Wang, 
1990; Hagyard, 1990). These are suggestive of shear in the overlying corona (but sometimes 
there are significant differences in orientation between Hot structures and photospheric 
magnetic fields (Gary et al, 1987)). An example is shown in Figure 7 in which the flare 
occurs at the part of the polarity inversion line where the deviation from potential is the 
largest. 

I 

Figure 7. Hot flare, vector magnetic field and potential field (Venkatakrishnan et al). 



25 

Mona Hagyard (1990) has put forward a sufficient condition for large flares, which is very 
robust, even if it does not hold in every case! It has three parts, namely that (i) the shear 
angle (AO) between the observed horizontal field and corresponding potential field be large 
enough (A¢ > 80* ); (ii) the field be strong enough (B > 1000 G); (iii) the spatial coherence, 
as measured by the distance (L) along the inversion line for these properties, be large enough 
(L > 8-10 Mm). However, this does not seem to be necessary (Heyvaerts and Hagyard, 1991), 
since there are some cases of weak flares with smaller fields and also one case of a large flare 
with no large photospheric shear. Nevertheless, the condition is reasonable, since as we shall 
see, a large shear tends to produce magnetic nonequilibrium, and, when L is large enough, 
the surrounding stabilising region cannot suppress nonequilibrium or instability. Canfield et 
al (1991) have confirmed Hagyard's result and have shown with their vector magnetograph 
that a flare occurs in a region of high shear between magnetic gradient peaks. 

Sara Martin (1980) has long stressed that most major flares have a filament activation 
and eruption. So what is the role of an active-region or boundary_ prominence? Since we 
know that the magnetic field in a prominence has a shear angle of at least 75 °, it is clear that 
an important role is as an indicator of high shear in the corona. But is a prominence essential 
to a flare, or is it just a tracer of high shear? One might expect it to be important for the 
eruption of a quiescent prominence where the plasma beta is of order unity but less important 
for an active-region prominence where the plasma has little effect on the field. Furthermore, 
Martin et al (1985) and Livi et al (1989) have shown the importance of flux cancellations near 
prominences, since they may build up the twist and therefore the free energy in a 
prominence, and also they find that most flares begin near the sites of flux cancellation. 

Indeed, the Emerging Flux Model (Heyvaerts et al, 1977) was developed primarily to 
explain complexity (in the form of emerging flux) and the presence of widely separated 
kernels. It suggested that, after new flux emerges, a current sheet becomes turbulent when it 
reaches a critical height. Also, the type of flare depends on the magnetic environment, so 
that, if the overlying field contains no excess stored energy, no flare or at most a small one 
occurs, whereas if a lot of stored energy is present the emerging flux may trigger its release. 

I am in the process of generalising or modemising this model to given an Interacting 
Flux Model with either vertically emerging flux or horizontal spot motions and several new 
aspects. Interacting flux is a regular part of active region evolution with impacting polarities 
or parasitic polarities or delta spots (Zirin, 1983) and flares often begin at remote footpoints 
(Machado et al, 1983; Zirin and Wang, 1990). Indeed the basic structure of a flare is now 
believed to be an interaction of several bipoles or multiple loops, as seen in Ho~ (Rust, 1968; 
Tang, 1985; Kurokawa, 1989; Gaizauskas, 1989 et al), in X-rays both from SMM (Machado 
et al, 1983; Pallavacini, 1991) and NIXT (Herant et al, 1991), and in radio images at cm 
and m (Kundu, 1986; Pick et al, 1990). 
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Figure 8. Secondary or Primary Roles of Interactions. 

What is the role of rapid spot motions or rotations, as seen for instance in the relative 
motion of new and old spots (Gestelyi and Kalman, 1984; Zirin and Wang, 1990)? 
Sometimes to increase shear and sometimes to increase complexity. And what is the role of 
complexity and of the vertical or horizontal motion of one structure relative to another? It 
may be passive and just indicate general evolution. Or it may be secondary (Figure 8a) and 
trigger the release of free energy from a pregnant structure near a critical threshold. Or it 
may be primary in three different ways: it may produce a small flare with Xp > Xh, so that 

energy release is driven at Xp; or it may itself contain the free self-energy, as indicated in 

Figure 8b; or it may produce free mutual energy by shearing (Figure 8c). In the latter case 
suppose one starts with four sunspots; then if one or two of them move rapidly, a sheared 
force-free field will be created as the field lines stretch out. 

Why then is complexity necessary? Partly, it allows reconnection between separate 
structures to release excess energy that is previously stored in one or other structure. Partly, 
when spots move and create a force-free field, new equilibria with different connections and 
lower energy may become available and the flare then represents a violent transfer to a new 
equilibrium. 

Gaizauskas and Harvey (1991) have presented an interesting example in which two 
spots emerged and created a beautiful delta-configuration and therefore complexity. But no 
flare occurred for 5 days because the overlying field was close to potential with fibrils 
perpendicular to the inversion line. One spot then split and separated rapidly at 300 m/s, 
generating high shear and the formation of a filament at the inversion line. Then several 
flares took place with emission at remote places, repeating at intervals of 1.5 hours. This 
example is entirely consistent with the interacting flux scenario I am presenting. 
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What can theory tell us about the possible ways in which a flare may start? In principle 
it seems that one just needs to solve the MIlD equations j x B = 0 and 3B/~t = V x (v x B) 
for an evolution through a series of force-free equilibria due to footpoint motions. There are 
several possibilities for the evolution of the magnetic energy W(t) when a critical point is 
reached. First of all, a transcritical or pitchfork bifurcation may occur in which the 
equilibrium becomes linearly unstable but nonlinearly stable due to the presence of a new 
nearby stable equilibrium along which the evolution proceeds (Figure 9a) with no energy 
release. Secondly, a subcritical bifurcation may take place due to nonlinear instability or 
metastability, so that the system jumps down to a new equilibrium with energy release 
(Figure 9b). Thirdly, a state of nonequilibrium may appear with no neighbouring 
equilibrium, so that a catastrophe occurs with energy release (Figure 9c). It is hoped that 
such behaviour may show up in numerical computations. Dahlburg and Antiochos (1991) 
have conducted a 3D, incompressible, time-dependent, resistive experiment in which they 
start with a 2D arcade and twist up some of the footpoints at 0.1 VA. The effective Lundquist 

number is 100, the Reynolds number 5 and the number of gridpoints 32 ~. They find that the 
field expands and the magnetic energy increases by 50%. Then they stop twisting and hold 
the feet still. The field relaxes and untwists, diffusing in a thin boundary layer, but there is no 
sign of instability. It is remarkably stable and harder to produce a "flare" than previously 
realised. Perhaps they need more twist, more complexity, less diffusion or more ingenuity. 
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Figure 9. (a) pitch fork bifurcation (b)subcritical bifurcation (c)nonequilibrium 

5. Eruption due to Magnetic Nonequilibrium 
During the 1980's there have been many studies of the linear MHD stability of various 

structures, which have showed that it is photospheric line-tying which provides the stability 
and enables the field to store free energy. When a single flux tube is twisted too much it 
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becomes unstable (Hood and Priest, 1979; Einaudi and Van Hoven, 1983). However, a simple 
force-free arcade is found always to be ideally stable (Hood and Priest 1980; De Bruyne and 
Hood, 1989), and when resistivity is included the very slow diffusion is only replaced by 
rapid growth when ideal marginal stability is approached (Velli and Hood, 1989). However, 
when a magnetic island is present which may support a prominence, the arcade can become 
unstable when the prominence height or length became too large (Hood and Priest, 1980). 

A numerical experiment on the shearing of a periodic set of equal arcades (Mikic et al, 
1988) shows that an arcade reconnects with its neighbours and then rapidly reconnects and 
erupts with a plasmoid. However, when unequal arcades are sheared up, Biskamp and Welter 
(1989) find that the small arcade expands laterally and pinches off the arcade in a slow, rather 
than dynamic, manner. Thus one needs ideal instability or nonequilibrium to drive 
reconnection faster. 

The possibility of nonequilibrium has been considered by several authors. A single 
curved slender flux tube in equilibrium between tension and magnetic buoyancy loses 
equilibrium and erupts when the separation between its footpoints is too large (Browning and 
Priest, 1984). Also the evolution of a magnetostatic two-dimensional arcade with a field 

/ ' Ox' Bz (A)  (14) 

satisfies the Grad-Shafranov equation V 2 A = - d/dA (½ Bz 2 + Ix p (A)) in which By (x,0) 

and the footpoint displacement d(x) = Bz j" dx/B X along the y-direction is prescribed. The 

right-hand side of this equation gives the distortion of the field away from potential and the 
resulting current density. For the resulting evolution of a force-free field as the footpoint 
displacement is increased, Zwingmann (1987) found that there is a continuous series of 
equilibria with no catastrophe. He did obtain nonequilibrium when pressure gradients are 
included, but the resulting pressures are too high for a solar flare and Finn and Chert (1990) 
showed that catastrophe is absent if the entropy is changed rather than the pressure. 
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The catastrophe model of prominence eruption due to Demoulin and Priest. 
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Recently, the emphasis has shifted to include the presence of a magnetic island and a 
prominence. Demoulin and Priest (1988) have modelled a prominence as a filament of mass 
and current in a force-free field, as an extension of Amari and Aly's (1989) paper and a more 
detailed treatment of the Van Tend and Kuperus (1978) model. They write the field in the 
form (14) and solve the linear force-free equation V2 A + t~2 A = 8 (y) ~5 (z - h) with the 
delta-function source representing the prominence at height h. The solution gives the field 
everywhere which is then substituted into the equation (I By = mg) for prominence 

equilibrium to give the height of the prominence (h) as a function of the current (I) or twist in 
the field (Figure 10). The result is that when the prominence twist and shear are too large, 
there is a catastrophe and it erupts. An interesting feature is that it only works when there is 
parasitic flux - ie., complexity! 
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Figure 11. The catastrophe model of prominence eruption of Priest and Forbes. 

This idea of a catastrophe model for prominence eruptions has been developed further 
by Terry Forbes and myself (Priest and Forbes, 1990; Forbes, this volume). As shown in 
Figure 11, first of all converging flow builds up energy and flux in a sheared arcade field, 
consistent with flux cancellation observations. The prominence height slowly increases (2) as 
the magnetic energy increases, until a catastrophe point (3) is reached. The prominence then 
erupts and would approach a new equilibrium at (4) in an ideal case, but the eruption drives 
reconnection in a current sheet below the prominence and so the eruption continues 
catastrophically. The consequences for energy release are described in Terry Forbes' review. 
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6. Conclusions 
The Emerging Flux Model is being developed into an Interacting Flux Model including 

several new features: flux interaction may occur either by vertical (emerging) or horizontal 
motions; there may be different possible locations of stored energy, either in one flux system 
or another or in the mutual interaction between them; the magnetic helicity constraint means 
that the free magnetic energy is really the energy in excess of a linear force-free field; the 
structure that closes down is a three-dimensional one with separators and separatrix surfaces. 

Partial answers to the questions posed at the beginning of my review are as follows. 
The magnetic configuration for a flare is a highly complex structure with interacting bipoles. 
The energy is supplied by sufficiently rapid changes in photospheric boundary conditions on 
a time-scale faster than the normal coronal heating time. Necessary conditions for the start of 
a flare have been deduced from observations, namely shear in the corona and complexity. 
High shear is indicated by the presence of a prominence and is reduced by spot motions and 
flux interactions. It implies the presence of free energy, while complexity eases the release of 
energy. MHD theory has shown that eruption in complex structures may be a magnetic 
catastrophe when the shear, twist and length are too large. 
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Abstract 

We present a scenario for understanding the role of cancelling magnetic fields in 
the build-up to eruptive solar flares. The key intermediate step in this scenario 
involves the formation of a filament magnetic field in the corona above a photo- 
spheric polarity inversion where cancelling magnetic fields are observed. The 
formation of a filament magnetic field is accomplished in several recent models by 
first interpreting the cancelling fields as a visible effect of a slow, steady 
magnetic reconnection. This reconnection results in a reconfiguring of the 
magnetic field; line-of-sight pairs of closely-spaced opposite-polarity fields 
disappear from the photosphere thereby accounting for the cancellation; simul- 
taneously the horizontal component is increased in the corona above the polarity 
inversion. The new and increasing horizontal component is synonymous with the 
building of a magnetic field where mass can accumulate to form a filament. If the 
magnetic reconnection continues for a sufficient length of t~me, the changing 
equilibrium between the growing filament magnetic field and the overlying, coronal 
magnetic field will result in a very slow, simultaneous ascent of both the filament 
magnetic field and the overlying coronal magnetic field with greater motion in the 
outer, weaker coronal field. This upward stretching of the magnetic fields 
eventually results in a closer spacing of oppositely-directed coronal magnetic 
fields (resembling a tangential discontinuity) beneath the filament. As depicted 
in some flare models, magnetic reconnection then suddenly occurs in the corona 
beneath the filament; flare loops form in the lower part of the reconnected field 
and a coronal mass ejection and erupting filament comprise the upper part of the 
reconnected field. To illustrate the observable phases of this scenario, we 
describe the build-up to two simple eruptive flares in a small active region. 



34 

1.0 INTRODUCTION 

In a cancelling magnetic feature, both positive and negative line-of-sight magnetic 
fields are observed to disappear at a common boundary. One of the earliest papers 
on cancelling magnetic fields suggested that a relationship might exist between 
these disappearing magnetic fields and the occurrence of solar flares. Martin, 
Livi and Wang (1985) found that all 22 of the observed 22 flares in the active 
region were initiated around the sites of cancelling magnetic fields. However, the 
relationship was believed to be an indirect one because the time-scale of can- 
celling fields is very much slower than the time-scale of the flares. Thus, if a 
physical relationship exists between the sites of disappearing magnetic fields and 
flares, the role of the cancelling magnetic fields was expected to be of an evo- 
lutionary nature; the cancelling magnetic fields might somehow aid in altering the 
magnetic field geometry in such a way that flares would be initiated above the 
sites of the cancelling photospheric magnetic fields. 

The possibility of a physical relationship between the evolution of cancelling 
magnetic fields and the sporadic occurrence of flares was further analyzed by Livi 
et al. (1989). They verified the earlier findings of Martin et al. (1985) that 
flares often occur at sites where the only observable change in the magnetic field 
is cancellation. In addition, Livi et al. (1989) sought to understand the occur- 
rence of flares in relation to emerging, evolving, and cancelling magnetic fields. 
Previous papers had already documented the association of many flares to specific 
evolutionary changes in the magnetic fields of active regions (Martres, Michard and 
Soru-lscovici 1968); and with emerging magnetic flux regions (Rust, 1972 and 1974, 
Marsh, 1978; Martin et al., 1983, 1984). Following the latter findings, Livi et 
ai. (1989, Figures 3,6 and 7) recognized that most flares associated with emerging 
flux occur at the boundaries where the newly emerging flux is impacting previously 
existing magnetic flux of opposite polarity. Their examples are consistent with 
the finding of Martres, Michard and Soru-lscovici (1968); flares occurred at polar- 
ity inversions where the magnetic flux was increasing on one side of the inversion 
and decreasing on the other side. Livi et al. (1989) concluded that the probable 
common denominator in all of these associations was the disappearance of mag- 
netic fields. In surveying the data from Big Bear Solar Observatory from Sep. 1985 
through July1988, they were also unable to find any flares which definitely were 
not initiated at sites where cancellation could be occurring. This led Livi et al. 
to hypothesize the existence of a meaningful physical association between the 
evolution of cancelling magnetic fields and flares although the stages in the 
association were not yet well-defined. 

During the last 6 years, it was also recognized that filaments form at polarity 
inversions where magnetic fields are cancelling. (Martin et al., 1985; Martin, 
1986; Hermans and Martin, 1986; Martin 1990). Martin (1990) presented the hypo- 
thesis that converging and cancelling magnetic fields were necessary conditions for 
the formation of filaments (prominences). Three models of filament formation now 
incorporate the cancelling magnetic fields as an essential observational input (van 
Ballegooijen and Martens, 1989; Kuijpers, 1990; Martin, this volume). The present 
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paper discusses how these new concepts of filament formation also lead to the 
eruption of filament magnetic fields and to the simultaneous occurrence of solar 
flares and coronal mass ejections. 

2.0 AN INTERPRETATION OF CANCELLING MAGNETIC FIELDS 

Although both flares and filaments occur at polarity inversions where magnetic 
fields are cancelling, the time-scale and spatial scales of cancelling magnetic 
features are much more closely related to filaments than to flares. The physical 
relationship between cancelling magnetic fields and filaments is not immediately 
obvious. The cancelling magnetic fields are observed close to the photosphere 
while filaments form and evolve in the corona. Cancelling fields are decreasing 
line-of-sight fields; filaments contain mostly horizontal fields which can be 
either decreasing or increasing. The rate of filament formation, however, points 
to the likely physical link between cancelling fields and filaments (Martin, 1990). 
Filaments form quickly at polarity inversions where the cancellation is relatively 
rapid and filaments form slowly where cancellation is also relatively slow. This 
finding raises the vital question: Could the horizontal field of the filaments 
appear at the expense of the disappearing line-of-sight fields? This is exactly 
what is proposed in the new generation of filament models based on cancelling 
magnetic fields. 

All of these models propose that magnetic reconnection acts to convert line-of- 
sight magnetic fields into transverse magnetic fields. The disappearance of mag- 
netic fields (cancellation) is depicted as either the upward or downward transport 
of magnetic field through the layer of atmosphere represented in near-photosphere 
magnetograms. For purposes of discussing the flare build-up, details of these 
models are not important. Their common significant thread is an increasing 
horizontal component of magnetic field in the corona, along and above the polarity 
inversion in the photosphere and chromosphere. 

3.0 THE FLARE BUILD-UP 

3.1 Hypothesized Physical Processes 

Irrespective of which filament model one might favor, there are at least 3 impor- 
tant implications of the idea that magnetic field accumulates in the corona where 
filaments can form: 

(1) the accumulating horizontal component of magnetic field in the corona is 
directly related to the amount of magnetic field that has disappeared at the 
photosphere; 

(2) the magnetic energy content of the photosphere is reduced because the mag- 
netic flux has disappeared; at the same time, the total energy content in the 
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coronal magnetic field system above the cancellation sites is increased because the 
resulting magnetic field configuration in and around the filament site becomes 
increasingly concentrated and stressed with the successive reconnections; 

(3) the accumulation of filament magnetic fields in the corona is a one-way pro- 
cess. The filament magnetic field cannot be destroyed nor can it be retracted 
because of its large scale (van Ballegooijen and Martens, 1989). It also cannot 
initially be expelled from the sun due to line-tying. It remains beneath the 
overlying and surrounding magnetic fields which already exist in the corona above 
those polarity inversions (Martin, 1990). 

Thus we identify the accumulating magnetic field along coronal filament channels as 
the central site of energy storage for the flare build-up. 

An important property of the coronal magnetic fields is the high Alfven speed for 
propagating magnetic disturbances. Thus, communication takes place rapidly be- 
tween all parts of a system. Every small or large change that happens in one part 
of the system can rapidly affect other parts of a coronal system. Consequently, 
small but continuous readjustments of the whole system will occur. We therefore 
anticipate a tendency of an outward expansion of the whole system. That change can 
be initially viewed as taking place in discrete steps. First the weaker, outer 
parts of the system expand as a consequence of the increasing inner filament 
fields. Then the filament magnetic field will also rise slightly in response to 
the outward expansion of the outer coronal field until a new equilibrium is estab- 
lished. However, in reality the filament magnetic field is continuously increasing 
and so the equilibrium state of the whole system is continuously shifting. This 
outward expansion eventually results in a region of oppositely directed magnetic 
field components beneath the rising filament. The field in that region then 
approximates the configuration of a tangential discontinuity. This configuration 
is highly favorable for magnetic reconnection to occur in the corona and hence is 
invoked as the starting point for some magnetic reconnection models of solar flares 
(review by Svestka and Cliver, 1992, these proceedings). To complete our scenario, 
we suggest that rapid reconnection takes place in accord with variations of the 
Kopp and Pneuman model (1976, Svestka, Martin and Kopp, 1981; Svestka and 
Cliver, 1992); flare loops form in the lower solar atmosphere; the upper part of 

the reconnected field is identified with the 'coronal mass ejection' and is ex- 
pelled from the sun. The central part of the filament magnetic field is part of 
the expelled plasmoid. 

3.2 Examples of the Flare Build-up 

The gradual build-up to solar flares is examined with least confusion by observing 
the evolution of small active regions such as the one illustrated in Figures 1 and 
2. The region was born between 2300 on 3 October and 1600 on 4 Oct. 1990 and was 
observed at Big Bear Solar Observatory (BBSO)from 4-9 Oct. 1990. In Figures 1 and 
2, H-alpha center-line images are in the left column and videomagnetograms in the 



Fig. 1. The new active region, first seen on 4 Oct. 1990, has already reached its 
maximum magnetic flux by the morning of 5 Oct. and the intensity of the region has 
accordingly dropped as seen in the H-alpha images on the left. However, by 6 
October, in the magnetograms on the right, a large section of the positive polarity 
flux (white areas and enclosed contours) reversed its direction of motion and moved 
into contact with the negative polarity flux (black areas and enclosed contours). 
The magnetic fields along this boundary are cancelling; this magnetic flux dis- 
appearance can be seen by comparing 6 Oct. with "7 Oct. in Figure 2. 



Fig. 2. The decrease in magnetic flux in the active region is seen, in the time- 
-lapse sequences of this data, to be due to cancellation of the flux at all of the 
boundaries where the opposite polarities meet. At each major cancellation boun- 
dary, filaments can be seen. The redistributions of magnetic flux between 5 and 9 
October appear to be related, at least in part, to the evolution of supergranules. 
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right column. In addition, H-alpha filtergrams at -0.6Awere recorded on film 
continuously throughout the 4-9 October interval with wavelength scans through the 
H-alpha line being made about once an hour. H-alpha filtergrams were also recorded 
in time-lapse mode on videotape at a 2 sec interval. 

During the evolution of this region, there are two polarity inversions, labelled A 
and B on the magnetograms in Figure 1, where cancelling magnetic fields can be seen 
and where filaments form. The first conspicuous site of cancellation is at the 
lower border of the region where the strong positive magnetic flux Of the active 
region expands and encounters the neighboring negative polarity patch of network 
magnetic field at the site marked A. A filament had already formed at this site by 
the beginning of the observing day on 5 Oct. at 1530 UT. At that time the posi- 
tive polarity flux from the active region and the negative network patch seen in 
Figure 1 were moving close together. Around 1800 UT, cancellation began at this 
site and continued throughout the rest of the observing day (which ended at 234"7 
UT) and was still occurring there at the beginning of the next day. The loss of 
flux is evident by comparing the magnetograms on 5 and 6 Oct. in Figure 1. 

At 2205 UT on 5 Oct, above the cancellation site A in Figure 1, the filament 
existing there steadily began to appear in the blue wing (H-alpha-0.6A) as usually 
happens before an eruption. It rapidly became more conspicuous until about 2250, 
but only to the right of the cancelling site. Then it faded from view and dis- 
appeared by 2252. We attribute this disappearance to an acceleration of this 
section of the filament out of the passband of the filter. However, most of the 
filament was laterally displaced as it erupted. Consequently, the filament was 
continuously observable at centerline H-alpha during the rise of the flare. The 
flare emission began about 2259 at H-alpha center-line and at 2305 at H-alpha-0.6A. 
As the flare developed, additional laterally-displaced filamentary mass came into 
view. This structure is seen to the left of the low chromospheric part of the 
flare. 

The second filament formed by the morning of 6 October along the main polarity 
inversion of the active region. In Figure 1, it is seen amidst the bright plage 
and at the site of the highest magnetic field gradient in the active region. It is 
narrow and not very dark, as is sometimes the case for filaments above sites with 
these characteristics. The evolution of the active region radically changed before 
the formation of this filament. 

During 4 October, the early evolution of the region was characteristic of a simple 
bipolar growing flux region; the opposite polarities of the region gradually sepa- 
rated as the new flux emerged in the center of the region. By 5 October, the 
appearance of small new knots of flux had ceased. A large section of the positive 
polarity field reversed its direction of motion. This section then gradually 
moved back toward the negative polarity flux. (Positive flux is white outside of 
the contours and negative is black.) Small patches of positive and negative flux 
were cancelling during the day. During the night between 5 and 6 Oct., the entire 
section of positive polarity flux, above C on 6 Oct. in Figure 1, encountered the 



Fig. 3. The first eruptive flare is located at the lower border of the active 
region where the positive polarity flux of the region (white including contours) 
has encountered negative polarity network (black including contours). The erupting 
filament is seen to the left of the flare; the images are at H-alpha-O.6A. 
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negative polarity flux thereby forming the polarity inversion with high field 
gradient as seen at site B, also on Oct. 6 in Figure 1. A supergranule cell, at C, 
is seen in the region between the components of positive flux. It is possible that 
the growth of this cell forced the segment of positive flux back toward the neg- 
ative flux. 

By the beginning of 6 October, the filament had formed. Also, the plage around the 
encountering and cancelling fields was very bright, a characteristic of many areas 
around cancellation sites. At 1837, a classic two-ribbon flare began in concert 
with the abrupt disappearance of the filament mass along the polarity inversion. 
The flare is seen at maximum development at Ha-0.6 A in Figure 4. At the center of 
the H-alpha line, the emission was observed to spread over the entire active 
region. In addition, extensive faint emission continued to appear on the quiet sun 
to the east and northeast from 1858 until at least 1912 UT (lower right of the 
flare in Figure 4 but not seen in this image at H-alpha-0.6A). 

Evidence of the erupting filament in this example is tenuous. However, from 1824 
until the beginning of the flare at 1837, absorbing mass was becoming increasingly 
visible at H-alpha-0.6A in the east end of the filament channel. It abruptly 
disappeared from view at the start of the flare, probably because this mass was 
accelerated out of the passband of the filter. Very little lateral motion was 
detected during its disappearance as would be expected if the eruption occurred in 
the line-of-sight. Additional matter in the remainder of the filament channel also 
disappeared as the flare began. This is not compelling evidence of a filament 
eruption. However, new filament mass already began accumulating along the polarity 
inversion during the decay of the flare which is typical of active regions follow- 
ing a filament eruption. Although there was little filament mass to be expelled in 
this event, we still interpret it as an eruptive flare. 

There is some evidence that an earlier flare, starting at 1649 along the main 
polarity inversion, could have been a less energetic, slow eruptive flare. The 
absorption along the polarity inversion was more conspicuous and exhibited a more 
classic preflare enhancement than the one preceding the more energetic one two 
hours later. The filament began to disappear rapidly in the interval from 1648 
until 1652 just as the flare was beginning. This is typical for filament eruptions 
that are visible in the line-of-sight. Also new filament mass began to accumulate 
in the filament channel during the decay of the less energetic flare. 

It is plausible that more eruptive flares could have occurred at this site during 
the BBSO night hours because more than 50% of the magnetic flux along the polarity 
inversion had disappeared by the morning of 7 Oct. Additionally, a filament was 
observed to steadily darken at H-alpha-0.6 A before the end of the observing day 
(2154 on 6 Oct). Many other small flares were observed at BBSO throughout 4-9 Oct. 
but without evidence of filament eruption. 

The small active region in which the eruptive flares occurred was relatively 
isolated from other active regions and there were no other sites of emerging flux 



Fig. 4. The brightest emission of this second eruptive flare is in the ribbons 
centered around the site of rapidly cancelling magnetic fields at the site of 
highest magnetic field gradient seen in the magnetogram below. The erupting fila- 
ment was Doppler-shifted out of the filter passband minutes before these images. 
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within this region at the times of the flares. Thus, we do not suspect that the 
formation of the filaments, their eruption, and the ensuing flares were influenced 
strongly by any factors other than the evolutionary changes in magnetic flux. We 
therefore propose that these flares are examples of the scenario of flare build-up 
described in the previous section. 

4.0 DISCUSSION AND IMPLICATIONS OF THE CONCEPT 

In the picture of the flare build-up presented here, the formation of a filament 
magnetic field is an essential ingredient. We place emphasis on the filament 
magnetic field rather than its mass because it is not evident that the mass accum- 
lated in the coronal filament channel is significant to the eruption of the fila- 
ment magnetic field. The filament mass could vary for many reasons. However, the 
filament magnetic field has no reason to fluctuate; in our picture, it can only 
increase in proportion to the cancelling fields that are observed. Further, the 
filament magnetic field can erupt even if there is little or no visible mass in 
this magnetic field. We suggest that the flare in Figure 4 illustrates this point. 

The flare build-up begins with the first cancelling magnetic fields along a polar- 
ity inversion and continues either steadily or intermittently as the cancellation 
is observed to be either steady or intermittent. For this reason, we suggest that 
the rates of cancelling magnetic flux and the total quantities of cancelling mag- 
netic flux - in relation to a surrounding system magnetic flux - will prove to be 
useful parameters in flare forecasting. However, this concept is presented only in 
its simplest form, without taking into consideration external influences or complex 
magnetic field geometries. 

5.0 SUMMARY 

The concepts presented in this paper are broad in scope and consist only of a rough 
outline of the stages that we conceive for the build-up to eruptive flares. Many 
observational and conceptual details could be added to make the picture more com- 
plete. Our primary objective here is only to formulate a concept of the flare 
build-up. The key stages i n this build-up are: 

(1) the converging flow of the photospheric footpoints of opposite polarity mag- 
netic fields towards a common boundary (polarity inversion); 

(2) the observed cancellation of magnetic flux, interpreted as a result of magnetic 
reconnection which concurrently leads to the disappearance of line-of-sight mag- 
netic flux near the photosphere and to the building of a mostly horizontal filament 
magnetic field in the corona above the polarity inversion; 

(3) the distending of the corona in a large region around and including the fila- 
ment magnetic field; 
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(4) the onset of rapid coronal reconnection beneath the distending filament; this 
is synonymous with the flare 'trigger', the flare being viewed in the broad sense 
as all of the consequences of that secondary rapid reconnection. 

In this concept of the flare build-up, there is a net transfer of energy from the 
photosphere into the corona where energy is stored in the magnetic fields asso- 
ciated with filaments and in the surrounding corona. The key signature of that 
transfer of energy is cancelling magnetic flux observed in near-photosphere magne- 
tograms; that transfer is considered to be a consequence of magnetic reconnection 
in the low solar atmosphere. The magnetic reconnection is evidently driven by 
convective flows in the photosphere or by flows related to newly developing active 
regions. 
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Summary 

Observations of a 3B, M6 flare on April 2, 1991 appear to confil"m earlier evidence that eruptive 
flares are triggered by measurable magnetic field changes. In the eight hours before the flare, 
the shear in the magnetic fields increased. The development that likely triggered the flare was 
the emergence into the active region and rapid proper motion of new flux. One of the small 
spots marking the negative magnetic leg of the new flux pushed into an established positive field 
at 0.2 km/s. Data from the JHU/APL vector magnetograph show that this motion led to the 
development of a sheared field. The flare started near the newly-sheared fields and spread to 
engulf most of the spot region. A magnetogram taken 45 min after flare onset shows possible 
relaxation of the sheared fields. 

Introduction 

We report here on observations of the vector magnetic fields in Active Region NOAA 

6562 in which a two-ribbon 3B flare occurred on April 2, 1991, starting at 2251 UT. Flare 

maximum was at 2320 UT. The GOES X-ray classification was M6.1. On the basis of its long 

duration - more than 3 h - and the formation of prominentpost-flare loops, we think this flare is 

a classic eruptive flare. Ha observations from the full-disk flare patrol at Sacramento Peak 

show some variation in the visibility of a thin filament between the two flare ribbons, but we 

cannot confirm from these films that there was a filament eruption. Nevertheless, all other 

indications are consistent with the usual sequence of events in an eruptive flare (Svestka 1976), 

including a Type IV metric radio burst lasted for - 3 h. The flare was responsible for a three- 

day proton event at Earth. The flux of 10 MeV protons peaked at 52 pfu on April 4. 

We obtained vector magnetic field observations at 1452, 1815, 2215, 2335, 2347 and 

2355 UT on the day of the flare and on the previous day. The observations were made with the 

JHU/APL vector magnetograph (VMG) at Sacramento Peak (Rust and O'Byrne 1989, 1991). 
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Instrumentation 

The VMG has a field of view of 2.4 arcmin x 3.6 arcmin. The detector is a 384 x 576- 

pixel CCD array, which sets the scale at 0.375 arcsec/pixel. We inferred the vector fields from 

filtergrams of I + Q, I - Q, I + U, I - u,  I + V and I - V made in the 6102/~ line of Ca I. 

Stokes parameters/, Q, U, and V were measured sequentially at two positions in the blue wing 

of the line. The JHU/APL vector magnetograph obtains images at six sequential settings of a 

Glan-Laser prism and a quarter-waveplate: 0 °, 90", 45* and 135 °, with the waveplate out, and 

0 ° and 90 °, with the waveplate in. Filtergrams were obtained at a rate of about 30/min. Ten 

twelve-image sequences were taken for each pair of interleaved magnetograms. The deleterious 

effects of poor seeing can be alleviated with an image motion compensator (Strohbehn 1990), 

but it was not operating during our observations. 
The narrow-band filter in the VMG is a lithium niobate (LiNbO 3) Fabry-Perot etalon 

(Burton, Leistner and Rust, 1987). It has a spectral bandwidth of 167 m/~. The etalon is made 

from a 75-mm diameter wafer of crystalline, Z-cut lithium niobate polished to a thickness of 220 

~tm and 1/400 th wave rms flatness. Dielectric coatings on the surfaces are 93% reflecting over a 

6000 - 8000/k band, but so far, we have operated only in the 6122 ]k line. The filter is tuned 

by application of voltage to the filter faces, which have transparent conductive coatings. The 

tuning parameter is 0.4 mA/V. 

Interpretation of Stokes Measurements 

We interpreted our measurements by appeal to the so-called weak field approximation 

(WFA) Jefferies and Mickey (1990). In the past the WFA has been applied only when the ratio 

of the magnetic splitting A)~ B ( = #zB) to the Doppler width A;~ D of the spectral line is small. 

Jefferies and Mickey greatly extended the range of the WFA by carefully examining the errors 

entailed in letting this ratio approach and even exceed unity. They concluded that the range of 

WFA validity can be larger than previously thought, when magnetograph measurements are 
made sufficiently far into the line wings. For )~6122, where z~  D = 116 mA, we can apply the 

WFA to all our measurements for magnetic fields < 2000 G, with < 30% error (Cauzzi, 1991). 

To calibrate the VMG, we used the simple relation, 

7-4!- v=- #•B cos (dZ) 
(1) 

where dI/d)~ is the slope of the line at the offset position AXoffOf the passband from line center 

and 7 is the zenith angle of the field B. 

In calibrating the VMG, we applied a voltage ~cal to the etalon. (For the Ca I line, 

(B cos ~g)cal (Gauss) = 13 Eca l, where Eca l is expressed in volts.) To get (B cos ~/)measured 
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from (B cos 7)cat (Vmeasured/Vcal), the slope of the line, dI/d&, should be the same for both 

calibration and observation. This means that the calibration should be performed on the same 

solar scene as the observations and that the calibration step A&ca l should be small. We 

calibrated every measurement with ~ca l  = 20 m/~, which simulates a 325 G longitudinal field. 

Calibration of the Q and U signals is similar to the V cafibration. According to Jefferies 

and Mickey (1990), the Stokes Q vector is given in the WFA by 

( ~;tB-sin 7121dlI 1 - 1  Q=~ 
2 ''d~]~A~.off] (2) 

where, A~,of f is the offset of the filter passband from spectral line center and the azimuthal 

factor has been suppressed. Q is proportional to the square of a simulated Zeeman shift over a 
wide range, for appropriate choice of A~,off. For calibration of the Q and U signals, then, one 

again introduces a passband shift in the etalon, now to simulate the apparent shift FtzB sin 7. 

The calibration of Q (and U) is done with the same Agca l and dI/d~, as the measurements. The 

calibration sequences constitute a separate and independent set of magnetic measurements. 

Because the flare occurred at N14 ° E00 ° (heliographic coordinates), we did not need to 

convert from an oblique view angle, as is usually necessary before commencing interpretations. 

Results 

We examined the VMG data for evidence of sheared fields and moving or emerging 

magnetic fields. Figure 1 shows the fields and sunspots in NOAA 6562 8 h before and 45 min 

after flare onset. The principal features of the AR were the southwestern cluster of large spots 

(lower right) with positive polarity and the eastern (left) cluster of large spots, also with positive 

polarity. The two clusters were very different, according to our vector magnetograms. Fields 

in the western cluster resembled potential fields, i.e., they point radially outward from the 

sunspots (Figure 2). The field direction in the eastern spots was nearly parallel to the boundary 

between the positive spots and the surrounding negative fields (on the left). Following the 

terminology of Hagyard et al. (1984), we call the fields sheared, and one might expect a flare to 

begin in this region. 

The flare began, or was triggered, instead, in a large emerging flux region. Arrows in 

Figure 1 show the two spots A and B of this EFR. These spots separated at - 0.2 km/s in the 8 

h leading up to the flare. Spot A, with negative field, drove rapidly southwestward while 

increasing in size and magnetic field strength. The effect of this motion was to steepen the 

horizontal gradient in the longitudinal field between spot A's leading edge and the small positive 

spot C just visible in the image at 2335 UT. This sort of activity has been noted before in large, 

carefully-examined flares (e.g., Gesztelyi, et al. 1989, Wang et al. 1991; Rust, Nakagawa, and 

Neupert 1975; Hoyng et al. 1981)). 
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Figure !. Filtergrams and magnetograms of AR NOAA 6562 on April 2 at 1455 UT (left) and 
2330 UT (right). North is at the top, East is on the left. Arrows A and B show the 
EFR. The gradient in the longitudinal field steepened between A and C. Longitudinal 
field contours are 100, 400 and 800 G. Positive fields have solid contours, negative 
fields, dashed contours. Slashes represent transverse fields up to ~ 1600 G. Each 
image is 2.4 arcmin x 2.4 arcmin. 
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Figure 2. Comparison of the transverse component of the vector fields as measured at 1815 UT 
(left) and the transverse component as computed from the longitudinal fields under the 
assumption that no electric currents were present. 

The vector magnetograms allowed us to see the effect of EFR growth and expansion on 

the transverse fields. Figure 3 shows, with independent magnetograms in two wavelengths, the 

transverse field in and near poles A and B of the EFR. These are linked by the arcade of slashes 

just to the left of center in the figure. 

The observations at 1455 show transverse fields crossing the polarity boundary between 

A and C at - 90*. They resemble current-free fields. By 2215 UT, just 36 min before flare 

onset, the angle was closer to 0 °. Thus, the observations show a build up of shear between A 

and C The lowest panels in Figure 3, taken at 2335 UT, shown a lessening of the shear. 

The arrows in Figure 3 show a prominent transverse field that presented itself just 

before the flare, but it is not seen in any other magnetogram. It is tantalizing evidence for 

possible welling-up of new flux just before the flare. 

High-resolution observations of the flare onset are not available, but the Sacramento 

Peak flare patrol images show early flare brightenings at A and C (Figure 1). Other areas in the 

region also brightened at about the same time. Unfortunately, the 60-s interval between 

exposures and the modest resolution of the images did not allow us to find the first flare ker- 

nels. We can say only that the flare may have started near the sheared region between A and C. 

Conclusions 

In agreement with earlier observations, e.g., Hagyard e t  a l .  (1984), we find that a large 

flare occurred near sheared fields. There were no flare ribbons near the leader spots, where the 
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Figure 3. T w o  sequences of  vector magnetogr.ams in the region of  the EFR. The series on the 
left was made with the filter at - 100 m A  from line center. The sequence on the right, at 
120 mA,  was interleaved with the other, but it is an independent set o f  measurements .  
Observation t imes were (top to bottom) 1452, 1815, 2210 and 2335 UT. 
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vector fields most resembled current-free fields. However, the six magnetograms obtained 

before and after flare onset on April 2 have highlighted important developments that diurnal 

observations could not show. The April 2 data illuminate earlier classic observations of sunspot 

motion and flux emergence. They show that an EFR can create a sheared field in < 8 h. High- 

resolution Ha observations have long been interpreted in just such terms (e.g., Rust, Nakagawa 

and Neupert 1975), but actual transverse field measurements showing the shear were not 

available until now. 

No large flares except the one studied here occurred in AR6562. Yet, observations on 

the day before the flare showed that the sheared fields seen in the northeast on April 2 were 

present even then, although they were weaker. Hence, we must agree with Hagyard and Rabin 

(1986) that strongly sheared fields may be necessary for flares, but they are not sufficient. 

Some "external" perturbation is required to destabilize them. We think this destabilization may 

be related to reconnection of the emerging flux with the established fields. Just before the flare, 

a strong transverse field made a sudden and brief appearance near spot A. Could this have been 

the real trigger of the flare? More observations are needed, but it is entirely possible that fields 

from below the surface could emerge in ~ 45 min and disturb the previous equilibrium. 
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INTRINSICAIIY HOT FLARES AND A POSSIBLE CONNECTION TO 
DEEP CONVECTIVE MAGNETIC FIELDS 

Howard A. Garcia and Patrick S. Mclntosh 
NOAA Space Environment Laboratory, Boulder, Colorado 

About 30 high-temperature flares (HTFs), Te :" 25 MK, observed in broadband soft x-rays, 

occur in each solar cycle. In the combined cycles 21 and 22, 54 of these flares have been 

observed. Roughly one-third of HTFs occur within about 10 ° of the limb; the effect of 

line-of-sight propagation through atmospheric layers may make them only apparently hot. 

The remainder, at smaller meridian distances, are intrinsically hot; those at super-high 

temperatures (re ;~ 30 MK) appear to have a unique relationship to large-scale surface 

magnetic fields. 

HTFs appear to occur only in specific types of active regions, which we have begun to study. 

During 1975-1991, more than 6700 active regions were classified. Of these, 35 regions 

were responsible for all 54 observed HTFs (i.e., about .5%); because some of these regions 

produced HTFs on the previous disk passage, the actual number of HTF regions is only 

30 for cycles 21-22. The 13 super-hot flares (> 30 MK) in cycle 21 came from only 6 

regions. 

Examination of Carrington longitudes for HTFs does not seem to reveal any particular 

active longitudes. Significant trends emerge only in the context of large-scale patterns of 

magnetic polarity over extended periods of time. Hot synoptic charts (Mclntosh,1981; 

McIntosh and Wilson, 1985) presented in 10 ° latitude zones and stacked in a vertical time 

sequence show long-lived patterns of magnetic polarity, which reveal that strong active 

regions often form on the boundaries of large-scale magnetic structure. 

Because Hot synoptic charts are constructed in time vs. heliographic longitude, it is possi- 

ble to locate active regions inside charts for certain latitude zones even though the regions 

may belong to other latitudes. HTF regions so located share the same differential drift 

rate as large-scale magnetic features at 30 ° latitude; i.e., the actual, average latitude of 

HTF regions in cycle 21 was about 10 °, but the sequence of those regions rotated much 

as did magnetic structure at 30 ° latitude. 

Recent discoveries indicate that the Sun's convective mantle rotates differentially at near- 

ly the surface rate and that the gradient of angular velocity at the bottom of the convection 

zone reverses at - 30 *, where the surface rotation matches that of the rigidly rotating core. 

This may suggest that extremely hot flares are related to processes deep within the Sun. 

McIntosh, ES.: 1981, in The Physics of Sunspots, L.E. Cram and S. Thomas, eds., Sacramen- 
to Peak National Observatory, Sunspot, NM, 13. 

McIntosh, ES., and Wilson, P.R.: 1985, Solar Physics, 97, 59. 



I N T E R A C T I O N  OF L A R G E - S C A L E  M A G N E T I C  S T R U C T U R E S  
I N  S O L A R  F L A R E S  

C.H.  Mandr in i* ,  P. Dfmoul in** and  J .C .  Hfnoux** 
* Instituto de Astronom/a y Fisica del Espacio, CC 67, Suc. 28, 1428 Buenos Aires, Argentina 

** Observatoire de Paris, DASOP, UA326, 92195 Meudon, Principal Cedex, France 

Abstract. Modelling the observed vertical magnetic field of active region (AR) NOAA 2372 by 
the potential field of an ensemble of magnetic dipoles, we have derived the likely location of the 
separatrices, surfaces that separate cells of different field line connectivities, and of the separator 
which is the intersection of the separatrices. The connectivity of every magnetic field line, which is 
defined by the dipoles located at its ends, is computed by a code that, starting from any pixel in the 
photospheric plane, integrates numerically the differential equation defining a line of force towards 
both ends of this line until one dipole is reached. This code allows us to obtain the topology of 
the field in three dimensions. 

We have compared our results with observations of a 1B/M1 flare that developed in AR 
2372 on April 6, 1980 at 20:53 UT (Lin and Gaizauskas, 1987), twenty minutes before obtaining 
the magnetogram. We found that four of the five off-band Ha kernels were located near or at the 
separatrices. These Ha kernels are connected by field lines that pass close to the separator. This 
indicates that the flare may have resulted from the interaction of large scale magnetic structures 
in the separator region. Moreover, Lin and Gaizauskas (1987) showed that the Ha flare kernels 
coincided with the peak values of the longitudinal electric current density. This finding and the 
fact that no strong current and no I ta  kernel are observed at the intersection of the separator 
with the photosphere, lead to the conclusion that the magnetic energy released during the flare is 
mostly stored in an ensemble of currents flowing along lines of force. Some instability, presumably 
due to rcconnection taking place in the separator, is likely to be the origin of the energy release 
and of the observed flare. 

References. 

Lin Yunzhang and Gaizauskas, V.: 1987, Solar Phys. 109, 81. 

This paper will be published in Astronomy and Astrophysics. 



THE INTRINSIC RELATIONSHIP BETWEEN FLARES AND 
ERUPTION OF FILAMENT CURRENTS 

S. T. Wu and Ao Ao Xu 
Center for Space Plasma and Aeronomic Research 

and Department of Mechanical Engineering 
The University of Alabama in Huntsville 

Huntsville, Alabama 35899 U.S.A. 

Abstract 

In this study, we have employed the data from four flares with filament erup- 
tions given by Kahler et al. (1988) to deduce the filament current and total energy as 
functions of time according to the Kuperus-Raadu filament model (1974). From these 
results, we found that the impulsive phase of these four flares is at the maximum of the 
total energy contained in the filament, which shows that the total energy of the fila- 
ment decreases at the initiation of the impulsive phase of the flare. The amount of the 
filament energy decreases as required by the flare energy. Further, we discovered that 
the importance of the X-ray flare is proportional to the rate of the increase of the total 
energy prior to the filament eruption. On the basis of these results, we concluded that 
there is an intimate relationship between the flare and eruptive filament quantitatively. 

I. Introduction 

It has been known that there is an intimate relationship between the impulsive 
phase of flares and filament eruptions. Recently, Kahler et al. (1988) have shown on 
the basis of observations that the filament eruptions are not driven by the flare plasma 
pressure, but instead marks an eruption of magnetic field driven by a global MHD 
instability of the field configuration in the region of the flare. Theoretically, a number 
of authors (Kuperus and Raadu, 1974; Van Trend and Kuperus, 1978; Martens, 1987; 
Martens and Kuin, 1989) have proposed theoretical models to describe the filament 
eruptions and flares. In particular, the circuit model derived by Martens and Kuin 
(1989) had shown that the magnetic free energy is concentrated in the currents through 
the filament, the underlying current sheet and the surface return current to complete a 
circuit. 

In order to further the analysis of Kahler et al. (1988) quantitatively, we employed 
the circuit models (Kuperus and Raadu, 1974; Martens, 1987; Martens and Kuiin, 1989) 
to compute the evolution of the current intensity, total energy and filament speed for 
these four flares studied by Kahler et al. (1988). In our analysis, we solved the momen- 
tum and energy equations for the filament currents to obtain the physical parameters as 
we have mentioned. From our computed results, we note that the conclusions derived 
from the study of Kahler et al. (1988) are enhanced. 
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II. Analysis 

The mathematicM model used for this study is adopted from the theory given 
by Kuperus and Raadu (1974), Martens (1987) and Martens and Kuin (1989). The 
observed data used for this analysis are obtained from these four flares presented by 
Kahler et al. (1988), because, these four flares were selected by them with great care 
and exhibited general characteristics of the filament eruptions and the impulsive phase 
of solar flares. Furthermore, it is possible to provide all the necessary parameters to 
compute the current intensity, total energy, and speed of the filament ascending motion, 
as well as the altitude of the maximum current intensity. Using the motive equation 
(Kuperus, Raadu, 1974) and the total energy equation (Martens, 1987), we obtain the 
evolution of the current intensity and total energy of the filaments with time before and 
after the onset of the flare's impulsive phase. The results for the t979 April 26 flare are 
shown in Fig. 1. The other three flares have similar behavior but are not shown here. 
These results, which are obtained for the four events, reveMed the following relationship 
between the flares and filament eruptions. 
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Figure 1. The evolution of the current intensity (statampers) and total energy 
(ergs) of the filaments for the 1979 April 26 event. The solid vertical llne marks the 
X-ray onset of the impulsive phase. The dashed lines show the earliest and latest 
possible onset of the Ha flash phase as determined from the movie. 

(i) The flare's impulsive phase occurs 10 -20 seconds after the maximum intensity of 
the fllament's current, 

(it) The onset of the impulsive phase coincides with the maximum of the fllament's 
total energy. Furthermore, we note that the total energy of the filament decreases 
rapidly after the onset of the impulsive phase. According to our estimate, the 
magnitude of the total energy of the filament decrease equals the amount of energy 
released from the flare. 

(iii) When the impulsive phase begins, the order of magnitude of the filament's current 
intensity reaches the observed vMue (i.e. 1012 A). 

(iv) Using the results shown in Fig. 1, we determine the mean power (t5) delivered to 
the filament before the onset of the flare's impulsive phase as shown in Table I. We 
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notice that the X-ray importance for three events is proportional to /5 except for 
the 1980 June 25 flare. This inconsistency may be due to the dynamical behavior 
of this flare as shown in Fig. 2. 
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Figure 2. (a) The velocity of the filament VS time for the four observed events. 
and (b) The current intensity (statampers) VS height for the 1979 April 26 event. 

Date of the Actions 

Table  I.  

/5 of the Four Filaments and the Importance 
of the Relevant X-ray Events 

P ( e r g  • s -1) Importance of the X-Ray Events 

1979 Apr 26 6.3 × 102s C7 
1980 May 28 4.6 × 1027 M6 
1980 Jun 25 1.5 × 1030 M4 
1981 Jul 27 1.1 × 1030 X1 

III. Discussion 

It has been shown by Martin and Ramsey (1972) in their statistical study of 297 
large flares that the motions of the filaments prior to the'impulsive phase are mani- 
festations of the early stages of filament activity. In the study described by Kahler et 

al. (1988), they suggested that all eruptive events are characterized by a rapid (_< 5 
min) acceleration to a speed larger than 100 km s -1, which will be accompanied by 
an impulsive phase. In the theoretical aspect, it has demonstrated that the circuit 
model (i.e. Kuperus and Raadu, 1974; Martens, 1987; Martens and Kuin, 1989; Xu and 
Zhang, 1991) play an important role in the description of the flare processes. Also notice 
that the shear and convergence motion at the photosphere may enhance the currents 
in the active region. When these enhanced currents of the filaments interact with the 
background magnetic field in the active regions, the filaments may rise. Xu and Zhang 
(1991) show that this ascending motion is very slow before the current intensity reaches 
critical value. As soon as the current intensity reaches approximately the critical value, 
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the ascending velocity of the filament begins to increase rapidly. This feature can be 
demonstrated by using the results of this study. Fig. 2a shows the velocity of the 
filament as a function of time for the four flares (Kahler et al. 1989). Fig. 2b shows 
the relation of the current intensity of the filament to their altitude for the 1979 April 
26 event. The other events also exhibit similar features but are not shown here. From 
these results together with the h-t curve given by Kahler et al. (1988), we find that 
the acceleration of the filaments occur near the critical value of the current intensity. 
Hence, these results display the intrinsic relationship between the sudden acceleration 
of the filaments and the critical current intensity. To sum up, we conclude that the 
occurrence of the flares is due to the evolution of the filament currents. 

IV. Concluding Remarks 

By further analysis of the observed data of Kahler et al. (1988), we demonstrate 
quantitatively that the enhancement of the filament currents and the rapid motion of 
the filaments are an indication of the occurance of the flares. Once the filament current 
exceeds the critical value, the flare will occur. The moment of the onset of the impulse 
phase is consistent with the moment of the maximum filament total energy (Fig. 1). 
After the beginning of the impulsive phase, the filament's total energy decreases. This 
result shows that the flare energy is supplied by the filament. In addition, our results 
demonstrate that the importance of an x-ray flare is proportional to the increasing rate 
of the filament energy before the occurance of the flare. This may be another evidence 
that the flare energy is transported from the filament currents. 
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FILAMENT ERUPTIONS, FLARING ARCHES AND ERUPTIVE FLARES 

A. BHATNAGAR, A. AMBASTHA AND N. SRIVASTAVA 
Udaipur Solar Observatory, Udaipur-313001 (India) 

Abstract. Several cases of erupting filaments showing distinctly their "feet" have been 
studied. Role of the feet and their anchorage with the photosphere in maintaining filament 
stability is established, apart from the footpoint separation and height criteria. Further, 
a homologous series of more energetic events, namely, the flaring arches and eruptive 
flares of March 5-7, 1991, suggest a repetitive restoration of magnetic field conditions 
and energy build-up within a day. High resolution H-alpha observations of these events 
indicate that large amount of ejected material was "siphoned out" from the chromosphere 
through~the top of a low-lying compact emission loop within the active region. 

1 .  I n t r o d u c t i o n  

Although filaments have been observed extensively, basic processes, such as, their 
formation, long life in hot coronal plasma, magnetic and velocity structures and role of 
the observed "feet", are not well understood. Kippenhahn and Schluter (1957) and Kuperus 
and Raadu (1974) have proposed prominence/filament models (for further references see: 
Tandberg-Hanssen 1974; Hirayama 1985; Priest 1989). Necessary conditions for fornmtion 
and disruption of filaments are recently reviewed by Martin (1989a). Filaments form along 
channels of neutral longitudinal magnetic field, which are bounded by regions of vertical 
field of opposite polarity. Development of filament begins probably with the formation of 
footpoints connecting it to the solar interior. After it is fully formed, the nun4oer and 
the distance between the "feet" and the height of the filament, appear to be crucial 
parameters for its stability. A flare induced disturbance or reconfiguration of magnetic 
and/or velocity fields could trigger instabilities leading to filament eruption. 

To examine the role of "feet", we have selected some typical cases of filament eruption 
from a large number of observations taken at the Udaipur Solar Observatory (USO). These 
distinctly show formation and disruption of the "feet" and their consequence on the 
filament eruption. "Plage filaments" in active regions also show activation and eventual 
eruption which may be associated or triggered by flares. Martin (1989b) has grouped 
various flare features into two broad classes; namely, (i) the coronal component 
consisting of flare loops, flaring arches, surges, erupting filaments, and (ii) the 
chromospheric component consisting of flare-ribbons and remote bright patches. Features 
of the coronal c~nponent, with the exception of surges, have not been observed or 
reported so often due to observational constraints. A series of homologous flaring arches 
and eruptive flares were observed during March 5-7, 1991 in anobservationally favourable 
location near the SE-limb. These energetic and dynamic events are included here for a 
comparison with the slowly evolving filament eruption events. All observations reported 
here ware made in H-alpha through a Razdow full disk 12.5 an aperture telescope and small 
field high resolution 25 an aperture spar telescope at USO, except for the data obtained 
from the Big Bear Solar Observatory (BBSO) for April 21-23, 1990. In the following, we 
give brief description of these events. 

2. F i l a m e n t  E r u p t i o n  E v e n t s  

2.1. MAY 5-9, 1979 : A small filament appeared forming in an old decaying spotless AR 
McMath No. 15986 around May 4. Within 4 days, it formed into a close round shape, as seen 
projected on the disk (Figure I: 09/04:34:13 UT frame). On May 9/07:33:00 UT, a subflare 
occurred near one of the feet of the filament which triggered its violent eruption. These 
observations were made in the blue wing of H-alpha line, hence upwardmotion of the 
filament was observable. It may be noted that in this case a subflare triggered a major 
filament eruption, while even major flares sometimes are not able to cause discernable 
effects on nearby filaments, as in the case of March 5-7, 1991 events discussed later. It 
appears that strength of the anchorage of filament feet could explain this discrepancy. 
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Fig. I. Filament eruption on the disk on May 9, 1979. Fig. 2. Filament eruption on W-limb on January 28, 1990. 

2.2. JANUARY 16-28, 1990 : Two large filaments were observed during their disk passage of 
January 16-28, 1990. During this period, one of them displayed s(~ne activation but did 
not erupt, on the other hand, the filament marked "B" remained quiescent till January 24. 
Subsequently, it displayed significant activation and partly lifted UlCaward to 100,000 l~n 
from the W-limb on 25/09:24:46 UT (Figure 2). However, the main prominence body ren~ained 
attached to the surface through three distinct feet and eruption was prevented perhaps 
due to their strong anchorage with the photosphere. On January 27, the filament was seen 
supported only on two feet. Between January 27-28, one more foot got disconnected, 
resulting in slow filament eruption with an upward speed of 9 Imn s'~ 

2.3. APRIL II-24, 1990 : On April I0, the filament marked "B" appeared at the E-limb 
which showed structural variations during its disk transit. Rapid changes occurred before 
its eventual eruption on April 24, therefore BBSO full diskmovie was obtained for April 
22-23 to cover our night-time gaps. From the BBSOmovie, interestingly a small "tongue" 
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Fig. 3. Plots of brightness variation along filament 
leg "I" and plage "F" on April 22, 1990. 

l i k e  p lage  b r i g h t e n i n g  "F" was observed in 
AR Boulder No. 6022 at  a d i s t a n c e  of 145,000 
kmaway frcm the f i l ament  (Figure 4: 
22/16:54:07) .  Fol lowing t h i s  even t ,  a p a t t e r n  
of b r i g h t n e s s  v a r i a t i o n  was n o t i c ed  
t r a v e l l i n g  down along the leg  "1" dur ing  
18:56:44-19:32:04 UT. This f e a t u r e ,  moving 
wi th  a speed of 10 l~n s - l c a u s e d  b r l g h t e n i n g  
of i t s  f o o t p o i n t .  The b r i g h t n e s s  p r o f i l e s  of 
p lage  "F" and f o o t p o i n t  "al" show nea r ly  
i d e n t i c a l  v a r i a t i o n s  but wi th  a de lay  of 
about 5 rain (Figure 3).  The near  s i m u l t a n e i t y  
of the two phenarena sugges t s  tha t  t h i s  f a s t  
e j e c t e d  omission f e a t u r e  "F" t r i g g e r e d  the 
d i s t u r b a n c e  along the leg  "1". The observed 
de lay  i n d i c a t e s  tha t  the d i s t u r b a n c e  
t r a v e l l e d  from "F" to  the f i l ament  w i th  an 
average speed of 480 1~ s -1 . Such t r a v e l l i n g  
shock wave d i s t u r b a n c e s  have been r e p o r t e d  
earlier (Ramsey and Smith 1966, Smith and 
Harvey 1972). Following this event on April 
22, the filament displayed structural changes 
on April 23. One of the two feet ( i.e., "2") 
detached from the nmin filament body (BBSO 
frame- 23/16:03:38). Thereafter, the filament 
erupted on April 24; initially rising slowly 
at a speed of 15 l~m s-land later with over 7Z 
im] s-I reaching up to 380,000 fun above the 
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limb. This is a case of filament destabilization, possibly due to a remote disturbance, 
causing a distinct detachment of one of the filament feet and its eventual eruption. 

Fig. 4. Filament development, activation and eruption event of April 11-24, 1990. 

2.4. MAY 2, 1990 
: A moderately 
active 
prominence 
appeared at the 
E-limb on May 1 
which became 
fully visible on 
May 2. Its 
location was 
just right to 
display the 
complete 
structure along 
with its 
anchorage 
through the 
footpoint "A" 
(Figure 5). 
Around 
02•05:00:00 [IT, 
its top portion 
arched towards 

the solar surface, finally forming two more feet at locations "B" and "C" (02105:20:00 UT 
frame). Barely 15 minutes later, footpoint "B" disconnected, thereby weakening the 
anchorage, resulting in amass ejection (06:12:54 UT frame). At this instant, the 

filament material appeared 
MAy 2, 1990 resting on "A" and "C" feet 

only. As the difference 
between the height and 
footpoint distance became 
rather too large, the 
filament became unstable, 
and foot "C" was detached. 
Once "C" was disconnected, 
the filament sprang back on 
the footpoint "A", 
resulting in a violent 
eruption with an average 
ascending speed of 100 ~ s- 
(06:36:54 & 06:42:19 UT 
frames). This is a classic 
case of filament 
instability initiated due 
to disconnection of the 
supporting prominence feet, 
which is very important for 
its stability. 

Fig. 5. Filament eruption on E-limb on May 2, 1990. 

3 .  F l a r i n g  A r c h e s  and  E r u p t i v e  F l a r e s  

Recent o b s e r v a t i o n s  of an i n t e r e s t i n g  and extremely dynamic s e r i e s  of hcxnologous f l a r i n g  
arches  and e rup t i ve  f l a r e s  of March 5-7, 1991 are d i s c u s s e d  here  fo r  a comparison wi th  
e rup t ing  f i l a m e n t s ,  however, the phys i ca l  p roces se s  involved nmy be d i f f e r e n t :  
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3.1. MARCH 5, 1991 : Surge activity was seen at the SE-lirrb on March 4, 1991 indicating 
arrival of the active region Boulder No. 6538. On March 5/05:30:00 UT, an intense rapidly 
ascending mass, marked as "A", appeared in this region, which quickly turned into a 
beautiful twisted flaring arch seen connected behind the limb (Figure 6a-06:40:48 [JT). 
This arch system reached a height of 110,000 lqn from the limb with a speed of 400 lqn s'~ 
It is to note that even before the primary leg "A" of the arch connected to the secondary 
footpoint behind the limb, conspicuous increase in brightness was observed above the lirrb 
at several places around "B" (06:40:48 frmule). This flaring arch activity continued for 
over 40 minutes. ]Ave hours later, another very bright mass ejection ensued from the same 
flaring arch location (Figure 6b). Contrary to the earlier case of flaring arch event, 
where material was seen moving from the primary to the secondary footpoint, the mass 
ejection in this eruptive flare occurred almost vertically, with a speed of 110 km s-) 
The ejected mass reached a height of 60,000 km and then descended with a speed of about 
50 krn s-lalong the same path. The brightness and density of the material involved in the 
eruptive~f~re appeared to he several times more than in the case of flaring arch. 

Fig. 6. Homologous f lar ing arches on E-limb on March 5-6 and e;'uptive f lare on March 5, 1991. 

3.2 .  MARCH 6, 1991 : At 10:40 UT, a n o t h e r  s e t  of  f l a r i n g  a r c h e s  o r i g i n a t e d  f rom the  same 
r e g i o n .  Marked b r i g h t e n i n g  was obse rved  aga in  a t  s e v e r a l  p o i n t s  nea r  "B" ( F i g u r e  6c - 
11:00:59 lIT) even b e f o r e  the  a r c h e s  connec ted  to the  s econda ry  f o o t p o i n t s ,  as  obse rved  in 
the case  of March 5 e v e n t .  The d u r a t i o n  of  t h i s  even t  was about  45 min,  beyond which  
o b s e r v a t i o n s  a t  USO d i s c o n t i n u e d  due to s u n s e t .  Hence, i t  i s  not  c e r t a i n  w h e t h e r  an 
e r u p t i v e  f l a r e  ensued  a f t e r  the  f l a r i n g  a r ch  even t  in t h i s  case  a l s o .  

3 .3 .  MARCH 7, 1991 : In s u c c e s s i o n  of  the  e v e n t s  of  March 5 and 6, f l a r i n g  a r c h e s  ensued 
a g a i n .  By t h i s  t ime,  the  a c t i v e  r e g i o n  had r o t a t e d  o f f  the  E - l imb ,  hence a c c u r a t e  
identification of the flaring arch footpoint could be made (Figure 7a: 06:59:47-06:45:50 
UT). The flaring arch was observed to rise from the top of a pre-existing dense, low- 
lying bright loop "A" (07:06:54 UT frame) which then bent towards a bright plage region 
"B" near the E-lirrb, slightly away from the primary footpoint. This plage "B" had 
brightened about 6 min before the flaring arch was even visible at the footpoint "A". In 
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Fig. 7. Homologous f lar ing arch and eruptive flare on March 7, 1991. 

Figure 8 is given the height versus time plot of this event, indicating that the flaring 
arch rose with a speed of 85 kln s-?and attained a maximum height of 80,000 l~m. From the 
high resolution pictures taken on March 9, it is confirmed that the flaring arch 
terminated on to an emerging flux region (EFR). Before the flaring arch activity 
ccInpletely subsided, another energetic mass ejection commenced at 07:47:10 UT from the 
top of the same low-lying dense bright loop "A" at "E" (Figure 7h - 07:47:36 LIT). Its 
location was only around 20 arc-sec away from the primary footpoint of the flaring arch. 
This eruptive flare was an extrexnely energetic event, moving vertically upward with an 

-I . . . 

initial speed of 500 km s and then attaznlng a nmx~n speed over 1200 lqn s -I. From the 
movie of this event, plasma blobs were seen shooting out at short intervals with enormous 
acceleration. The ejected material reached a height of more than 350,000 kln, where its 
density decreased and it became too diffuse to he discernable. It may be noted that 
these energetic events failed to affect the stability of the neighboring long curvilinear 
filament F. 

4. Discussion and Conclusions 

From the study of the filament eruptions presented here, it appears that footpoints and 
their anchorage with the photosphere are crucial parameters for their stability. The 
anchorage of these footpoints may weaken or detach as a result of disturbances in remote 
active regions, a neighboring flare or emerging flux region. 

Shapes and s i z e s  of the t h ree  f l a r i n g  arches  observed dur ing  March 5-7, 1991 were 
remarkably s i m i l a r .  This sugges t s  t ha t  r e p e t i t i v e  r e s t o r a t i o n  of the loca l  magnetic  f i e l d  
cond i t i ons  and bu i l d -up  of s u f f i c i e n t  energy could occur w i t h i n  a day. The observed time 
de lay  of s eve ra l  minutes  between the emergence of f l a r i n g  arches  and the  b r i g h t e n i n g  of 
secondary f o o t p o i n t s  i s  perhaps  due to the hea t i ng  by p a r t i c l e  b~rbardment of 
chromosphere along the g ian t  x - r a y  a rches ,  d i s cove red  by Svestka e t  a l .  (1982). Mart in 
and Svestka (1988) sugges ted  tha t  f l a r i n g  arches  posses s  an x - r a y  phase which p recedes  H- 
alpha mass emiss ion .  In both  cases  of March 5 and 7, f l a r i n g  a rches  were fo l lowed by very 
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Fig. 8. Height vs time plots for flaring arch and 
eruptive flare on March 7, 1991. 

energetic eruptive flares. An important 
question arises - fremwhere could such 
large amount ofmaterial be supplied? 
At the site of the flaring arches and 
eruptive flares, no large scale plage 
or filament were seen, except for a 
srmll dense, low-lying emission loop. 
It does not appear probable that such a 
small "plage loop" could have provided 
the enormous nmterial involved in the 
observed flaring arches and eruptive 
flares. It is more likely that the 
observed chromospheric nmterial was 
"siphoned out" through the top of this 
loop into the corona, as indicated by a 
needle-like emission seen ensuing from 
this site. Eruptive flares were 
preceded by flaring arches in both the 
events and one is tempted to ask 
whether the flaring arch events 
initiate a "siphoning process" by 
suitably modifying or opening-up the 
n~gnetic field structure above the 
active region, so that the observed 
fast mass ejection could take place? 
Theoretical modelling of various 
observed phenomena related to the 
homologous flaring arches and eruptive 
flares are required to settle these 
questions. 
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1 "Loss of  Equi l ibr ium" - Se l ec ted  R e s u l t s  

"Loss of equilibrium" is one of the scenarios for flare onset. It a~sumes that m 
response to photospheric footpoint motions the coronal magnetic field evolves 
through a series of force-free equilibria up to a point where no further equilib- 
rium exists. As continuing footpoint motions drive the field beyond this limit a 
dynamic rearrangement of the field sets in, resulting in a flare. 

Low (1977), was the first to publish a series of force-free equilibria with 
such an endpoint. Many authors have since contributed to the subject, but in 
this short contribution we wiU only mention those that directly motivated the 
present work. 

Recently Klimchuk and Sturrock (1989) have numerically analyzed Low's 
model sequence, and they found that when a physically meaningful experiment 
is conducted - i.e. when the series of equilibria is defined in terms of footpoint 
displacements - no "loss of equilibrium" occurs. Instead the rotational symme- 
try, implicitly imposed in Low's solutions, disappears, and the series of equilib- 
ria continues without symmetry beyond the threshold. Klimchuk and Sturrock 
therefrom conclude that for this particular force-free case ".. the concept (of 
"loss of equilibrium") is devoid of physical significance ..". 

However, the demonstrated absence of "loss of equilibrium" in Low's solution 
not necessarily invalidates the concept in general. The result presented in this 
paper strongly suggests that "loss of equilibrium" can occur. 

2 At T i m e  L im i t e d  Series  o f  Force-Free  Equi l ibr ia  

We consider a force-free magnetic arcade straddling a photospheric neutral line. 
The arcade has translational symmetry along the neutral line, and rotational 
symmetry about an axis below the surface. Our Cartesian coordinate system 
has z denoting the height above the photosphere, z the projected distance from 
the neutral line, and y the dummy coordinate along the neutral line. A parameter 
t denotes the depth of the symmetry axis below the photosphere. 
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It is convenient to work in a cylindrical coordinate system (r, iv, y), centered 
at the symmetry axis z = - t .  The radial coordinate in this system is r 2 = 
(z + t) ~ + z 2, and the partial derivatives 0,j and 0v vanish by definition. In this 
system, the force-free equation reduces to 

d 2B~ 
(B~ + ~ )  + = 0, (11 

r 

with Br = 0 everywhere, because the fieldlines are divergenceless. 
We impose the following normal component of the magnetic flux at the pho- 

tosphere: 

Bz (z = 0, t) -- z exp(-z~).  (2) 

Note that the total photospheric flux on each side of the neutral line is finite, and 
that the normal field is independent of the parameter t - hence only shearing 
photospheric motions are allowed. 

The solution of Eq. (1)  for the boundary condition Eq. (2)  is 

B z  = - ( z  + t ) B o e z p [ - ( z  2 + z 2 + 2z t ) /2]  (3) 

By = B0{[1 - z ~ - (z  + t ) 2 ] e z p ( - z  2 - z 2 - 2 z t )  + C2}  1/2 (4) 

Bz - z B o e z p [ - ( z  ~ + z ~" + 2z t ) /2] ,  (5) 

with B0 an arbitrary scaling factor, and the parameter C 2 representing the axial 
field at infinity ( C  2 = By  (oo)~/B~)).  We take this field to represent the overlying 
field of the active region of which the arcade under consideration is part. 

The shear displacement along the neutral line of the photospheric footpoints 
of the fieldlines is given by 

A y ( z  = 0, t) = 2 arctan(z/t)~/1 - t 2 - z 2 + C ~ exp(z2). (6) 

This shear displacement is continuous at a: = 0, except at t = 0, a value which 
we henceforth exclude from consideration. 

For a physically meaningful solution the factor under the square root in Eqs. 
(4) and (6) has to be nonnegative. This leads to the constraints 

t 2 < C 2 + 1  for  C 2 >  1 (7) 

t ~- < 2+21n(C) /o~ C <  1 (s) 
¢ 2 _> 1/e ~. (9) 

Obviously our parameter t is intended to denote time, and the above solu- 
tions to represent a time sequence of quasistatic equilibria. We note that the 
quasistatic evolution can made to be as slow as one pleases by replacing t with 
et. In the next section we will investigate what happens as t approaches and 
surpasses its upper limit. We emphasize that the sequence defined above consti- 
tutes a valid thought experiment in the sense of Klimchuk and Sgurrock (1989) 
with the footpoint displacement everywhere finite and continuous. 
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Fig .  1. Numerical simulation of the evolution of the magnetic fieldlines in projection 
on the z - z plane. 
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3 N u m e r i c a l  S i m u l a t i o n  

A numerical code for solving the time dependent MHD equations using a new 
Nimble Implicit Continuous Eulerian (NICE) integration scheme has been de- 
veloped by M.T. Sun (1991). The code is very well suited to simulate solar- 
type MHD problems with a combination of reflecting and non-reflecting bound- 
aries, compressibility, and large variations in plasma ~. The code has successfully 
solved a number of test problems. Details are given in Sun (1991). 

In our numerical analysis we have used the ideal, compressible, MHD equa- 
tions with zero fluid viscosity and zero gravity. The ideal gas law is used, and 
the energy equation is adiabatic. To save computing time we have also imposed 
symmetry along the neutral line, 0 N = 0, but not cylindrical symmetry. 

In the simulation described here we used C = 0.4, start at t = 0.9tin,=, 
and continue until approximately 1.3t,~a~. The unit for the magnetic field (B0) 
is 45 Gauss, the plasma fl just above the neutral line is 0.1, and the plasma 
temperature T = 3 x 10SK. This leads to realistic values for coronal pressure and. 
density. We chose our length unit such that the physical size of the computational 
domain is 28,000 km in the m direction, and 12,500 km in the z direction (much 
smaller than the temperature scale-height, thus justifying the neglect of gravity). 
The grid is 36 × 25. The shear velocity scale is 1 km/sec, leading to a maximum 
shear velocity of 6 km/sec at one time at one point (later simulations achieved 
lower maximum velocities). The time unit is 5000 sec. 

The results of the simulation are depicted in Figure 1. The sequence of panels 
with projected fieldlines shows clearly that up to about t ,~x the numerical result 
closely follows the analytical equilibrium sequence. After that the fieldlines start 
to oscillate reaching an amplitude of about 50 km/sec. This result clearly sug- 
gests that "loss of equilibrium" has occurred. Since we are using the ideal MHD 
equations no reconnection can take place, and an eruption is not to be expected 
with the infinite amount of overlying flux. Hence the observed oscillation may 
be the only mode of dynamic behaviour :available to the field. 

We cannot conclude at this point that "loss of equilibrium" has been unam- 
biguously demonstrated, since it is possible that linear stability is simply lost as 
time approaches t , ~ .  However, work by Cargill et al. (1986) on the stability 
of force-free line-tied coronal arcades has not shown instability. Cargill (1991) 
concludes "The bottom line is that there is strong evidence that force-free ar- 
cades are absolutely stable ..". We conchde that "loss of equilibrium" remains 
relevant for flares and coronal heating. 
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ABSTRACT 

This paper takes the three-dimensional configuration of the magnetic field in and before eruptive 
flares as our main guide tO how the preflare field comes to lose its stability and erupt. From observed 
characteristics (1) of the preflare magnetic field configuration, (2) of the onset and development of the 
eruption of this configuration before and during the flare, and (3) of the onset and development of the 
flare energy release (i.e., the heating and panicle acceleration) within the erupting field, the typical 
erupting field configuration for two-ribbon eruptive flares is constructed. The observational centerpiece 
for this construction is the evidence from the Marshall Space Flight Center vector magnetograph that 
strong magnetic shear along the main magnetic inversion line is critical for large eruptive flares. From 
(a) the empirical field configuration and (b) the observation that the initial flare brightening typically 
stems from points where opposite-polarity flux is gradually merging and canceling at or near the main 
inversion line, it is argued (1) that eruptive flares are driven by the eruptive expansion of the strongly 
sheared core of the preflare magnetic field, (2) that this eruption is ~ggered by preflare slow reconnec- 
tion accompanying flux cancellation in the sheared core, and (3) that in some flares the triggering recon- 
nection and flux cancellation is between opposite-polarity strands of the extant preflare sheared core field, 
while in other flares it is between the sheared core field and new emerging flux. 

1. INTRODUCTION 

Every solar flare is either "ejective" or "confined," i,e., either does or does not produce a coronal 
mass ejection (Maehado et al. 1988). We think that most flares, whether ejective or confined, are ap- 
propriately termed "eruptive," because we think that most flares are driven by the same kind of global 
eruptive instability of the magnetic field (Moore et al. 1984; Sturrock et al. 1984; Kahler et al. 1988; 
Moore 1988a,b, 1990). However, the "eruptive solar flares" in the title of this Colloquium are a certain 
type of ejective flare. Accordingly, this paper explicitly considers only "ejective" eruptive flares, al- 
though the observations and ideas about the triggering and onset of these flares probably apply just as 
well to "conf'med" eruptive flares. Moreover, while flares often involve two or more impacted, interact- 
ing bipoles (Machado et al. 1988), here we will consider only eruptive flares that occur in singie-bipole 
field configurations, i.e., flares that involve only one major magnetic inversion line. Ejective flares of 
this restricted class are the two-ribbon eruptive flares that are the topic of this Colloquium. 

The purpose of this paper is to give the observational basis for the present "establishment" picture 
of two-ribbon eruptive flares and, from that, to infer how eruptive flares are triggered. Because of the 
limit on the length of this paper, no actual observations are shown. Instead, with reference to repre- 
sentative example observations in the literature, the key findings for the magnetic field configuration, its 
eruption, and the onset and development of the flare in this erupting field are shown in cartoons. From 
these empirical results, the eruptive global magnetic instability for these flares is inferred. From the 
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global instability, together with observed features of the flare onset, comes the idea for the trigger, which 
is described with further cartoons. The inferred triggering process is slow reconnection accompanying 
gradual flux cancellation preceding the flare onset. 

2. TYPICAL MAGNETIC FIELD CONFIGURATION BEFORE AND DURING 
ERUPTIVE FLARES 

The typical three-dimensional form of the magnetic field before a two-ribbon eruptive flare is 
sketched on the left side of Figure 1 (Hirayama 1974; Heyvaerts, Priest, and Rust 1977; Moore and 
LaBonte 1980; Hagyard, Moore, and Emslie 1984; Sturrock et al. 1984; Moore et al. 1991). The field in 
the core of the bipole, i.e., the field rooted near the photospheric inversion line, is strongly sheared: these 
field lines closely trace the inversion line instead of going right across it as they would if the field had no 
shear, as would be the case if the field were in a current-free potential configuration. The shear in the 
bipole decreases with distance from the inversion line so that the strongly sheared core field is embedded 
in an arcade envelope of less-sheared closed magnetic field. Thus, the shear in the preflare bipole is 
markedly concentrated in a core channel running low along the inversion line. 

Chromospheric images have long provided morphological evidence for the sheared core field at 
sites of eruptive flares. Before the flare, the photospheric magnetic inversion line is usually seen to be 
traced in the chromosphere by a dark filament (for example see the magnetograms and preflare Ht~ 
filtergrams for the famous [Skylab] eruptive flare of 29 July 1973 [Moore and LaBonte 1980] and for the 
famous [SMM] eruptive flare of 21 May 1980 [Hoyng et al. 1981]). The filament as a whole and the 
fibril substructure in the filament and in a channel somewhat wider than the filament (see Figure 7.6 of 
Martres and Bruzek [1977] and Figure 1 of Moore and Rabin [1985]) closely follow the direction of the 
inversion line; this is clear evidence that the field near the inversion line runs along it and hence is strong- 

PREFLARE & ONSET EXPLOSIVE PHASE 

FLARE TRIGGERED 
AT POINT OF 
MAXIMUM 
SHEAR , .~  • 

, k m  

Figure 1. Magnetic field configuration of a typical two-ribbon eruptive flare;,left: at and before flare 
onset; right: in the flare's explosive phase of peak heating and particle acceleration (from Moore et al. 
1991). The core of lowest-lying strongest-sheared field shown in the prefiare configuration is typically 
marked by a dark chromospheric filament; this provides a tracer showing that the core field begins to 
erupt before the explosive phase. By the peak of the explosive phase, the erupting core has greatly 
distended the envelope of the bipole, allowing the legs of the envelope arcade to collapse together be- 
neath the erupted core (the double helix in this drawing) to form the current sheet and drive the heating 
and particle acceleration. 
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ly sheared (Foukal 1971). This qualitative chromospheric evidence for the core of sheared field in the 
preflare bipole has been confirmed and quantified by photospheric vector magnetograms. These data 
show that whenever (1) the field at the inversion line points along the inversion line to within 20 degrees 
and (2) such close alignment extends for about 10,000 km or more along the inversion line, then a large 
eruptive flare usually happens within a day; the first opposite points of the two chromospheric flare 
ribbons usually closely bracket the point of maximum shear. The vector magnetograms also conf'mn that 
the shear decreases with distance from the inversion line; the preflare photospheric field is closely aligned 
with the inversion line only in a channel that is roughly centered on the inversion line and that is about as 
wide as the overlying chromospheric filament and/or filament channel. For typical examples of these 
findings from vector magnetograms see Moore, Hagyard, and Davis (1987); Hagyard (1990); Hagyard, 
Venkatakfishnan, and Smith (1990); and Moore et al. (1991). 

Soft X-ray and EUV coronal images provide further evidence that the preflare sheared core field 
lies within a closed-field envelope that is much less sheared than the core. Full-disk magnetograms show 
that most active regions are grossly bipolar: they have one main inversion line. Whether or not the 
bipole's core along the main inversion line is sheared enough tO be marked by a chromospheric filament, 
coronal images show that the envelope of the bipole, the thick arcade of magnetic loops rooted well away 
from the core, has little shear, i.e., the envelope of coronal magnetic loops looks pretty much like a 
potential field (for examples of magnetograms together with coronal images showing the non-twisted, 
potential character of the envelope field in active regions, see Sheeley [1981] and Moore [1990]). From 
these observations we might expect that the envelope field still has little shear just before an eruptive 
flare. This expectation has been verified by a few preflare coronal images of the sites of eruptive flares 
(for two examples, see Moore and LaBonte [1980] and Kahler, Webb, and Moore [1981]). 

Once a two-ribbon eruptive flare begins, the explosive phase of flare energy release (the phase of 
most powerful and most impulsive plasma heating and particle acceleration) usually ensues within several 
minutes and peaks within a few more minutes. The typical configuration of the magnetic field and flare 
at the peak of the explosive phase is sketched on the right side of Figure I (Hirayama 1974; Heyvaerts, 
Priest, and Rust 1977; Moore and LaBonte1980; Hagyard, Moore, and Emslie 1984; Sturrock et al. 1984; 
Moore et al. 1991). By this time in the flare, some of the sheared core field has erupted up, stretching the 
legs of the envelope arcade. The two chromospheric flare ribbons have formed near the inversion line 
and are rapidly spreading away. Hot coronal flare loops straddling the inversion line and rooted in the 
ribbons are being formed by reconnection at the current sheet between the two merging legs of the 
stretched envelope. The erupting core field often carries much of the preflare chromospheric filament 
with it (Tang 1986); the core eruption can thereby be traced in chromospheric movies. These movies 
show that by the peak of the explosive phase, in the manner of the erupting double helix in our 
explosive-phase cartoon in Figure 1, the erupting core field typically has arched up to a height of several 
times the height of the preflare filament. For example, see the filament eruption in the OSO-7 flare of 10 
October 1971 shown in Roy and Tang (1975) and in Moore (1987). Other good examples are shown in 
Kahler et al. (1988). 

3. TYPICAL ONSETS OF ERUPTIVE FLARES 

This paper is intended to focus on the triggering of eruptive flares: How does the preflare field 
configuration lose its equilibrium so that it erupts and changes into the transient configuration of the 
explosive phase? For observational clues to this question, the obvious things to look at are the onset of 
the core eruption and the initial flare brightenings. 

Most onsets of eruptive flares are covered by the following three cases: onset in the absence of 
emerging flux, onset with localized emerging flux (a small emerging bipole) on the main inversion line, 
and onset with localized emerging flux off the main inversion line but still under the envelope of the 
preflare bipole. In Figure 2, the configuration of the magnetic field and initial flare ribbons is shown for 
each of these three cases at the onset of flare brightening. The core eruption traced by the filament 
usually begins somewhat before any noticeable flare brightening. This early stage of the eruption at 
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brightening onset is indicated in Figure 2 by the moderate upward arching and bulging of the core field in 
comparison to the core field in the preflare configuration in Figure 1. In the case of no emerging flux, the 
initial flare brightening is close against the inversion line under the erupting core. In the case of,emerging 
flux on the main inversion line, the initial brightening is again all very near the inversion line under the 
erupting core; in this case, some of the initial brightening is at the place on the main inversion line where 
the little bipole is emerging. When the small emerging bipole in off the main inversion line, some of the 
initial brightening is at that location, but most of it is right along the inversion line under the erupting 
core. Thus, when emerging flux is present, it is usually involved in the flare onset, but with or without 
emerging flux, an eruptive flare begins with brightening close along the inversion line under the sheared 
core field that is starting to erupt. 

A good example of an eruptive flare that happened without emerging flux is the SMM flare of 25 
June 1980; its onset is shown in Figure 5 of Kahler et al. (1988). The preflare magnetic field configura- 
tion and evolution at this flare site was examined in detail in high-resolution images by Gaizauskas 
(I-Iagyard et al. 1986): there was no sign of emerging flux near the onset of this flare. Another eruptive 
flare with no noticeable emerging flux is the large SMM flare of 24/25 April 1984. For the preflare 
vector magnetogram and onset of this flare, see Hagyard, Venkatakrishnan, and Smith (1990) and 
Hagyard (1990). A good example of an eruptive flare with emerging flux on the inversion line is the 
SMM flare of 21 May 1980. For magnetograms showing the emerging flux, see Harvey (1983); for the 
flare onset (in soft X-ray emission) see Batchelor and Hindsley (1991) or Moore et al. (1991). The initial 
brightening in soft X-rays was a long stripe that traced the inversion line and that was brightest at the site 
of emerging flux (the X-ray emitting plasma was apparently on field lines rooted along the inversion line, 
like the field lines rooted in the flare ribbons in Figure 2). The Skylab flare of 29 July 1973 might be 
another example of an eruptive flare with emerging flux on its main inversion line. There was a small 
bipole on the inversion line at the time of the flare, but in high-resolution Ho~ filtergrams it did not look 
like an emerging bipole. More likely, it was two clumps of opposite polarity flux merging and canceling 
at the main inversion fine. Hence, this flare is probably another example of an eruptive flare without 
emerging flux. In any case, after the preflare filament began to erupt, the flare ribbons turned on closely 
bracketing the the small bipole and then rapidly extended closely along the inversion line to attain a 
configuration like the flare ribbons in Figure 2. For the magnetogram and onset of this flare, see Moore 
and LaBonte (1981) and Moore, Horwitz, and Green (1984). Finally, a good example of an eruptive flare 
onset involving emerging flux off the main inversion line is that of the flare of 10 April 1980 shown in 
Moore et al. (1984). 

4. INFERRED GLOBAL LOSS OF STABILITY FOR ERUPTIVE FLARES 

Before using the observed characteristics of the onsets of eruptive flares to infer how eruptive 
flares are triggered, we will first infer - from the typical configuration of the field and flare before, during, 
and after flare onset - the overall instability that drives the field eruption and flare energy release. That is, 
our next step toward finding the trigger is to consider what instability is to be triggered. 

The perspective sketches in the first three panels of Figure 3 reiterate our points about the preflare 
field configuration and the form of the erupting field and flare brightening within it during the onset and 
the explosive phase (= impulsive phase) of the flare energy release. The perspective sketch in the fourth 
panel of Figure 3 shows the configuration of the field and flare ribbons well after the explosive phase. 
These sketches suggest that an eruptive flare is basically a magnetic explosion that starts in the sheared 
core of the overall bipole. In the preflare state, because the magnetic pressure in active regions is much 
greater than the plasma pressure, the field is in an equilibrium configuration that is nearly force-free (e.g., 
Tandberg-Hanssen and Emslie 1988). That i s, in the preflare configuration the pressure of the magnetic 
field (which tries to make the configuration explode) is confined by the tension of the magnetic field 
(e.g., Cowling 1957). Apparently, the global instability that results in the explosion that is an eruptive 
flare is a global loss of balance between the pressure and the tension: the configuration explodes when the 
field tension can no longer restrain the field pressure. 
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PREFLARE 

IMPULSIVE PHASE LATE PHASE 

ONSET 

Figure,3. Progression of the field configuration, reconnection, and flare ribbons in a typical eruptive flare 
(from Hagyard, Moore, and Emslie 1984). In the prefiare state (preflare panel), the field configuration is 
in force-free, magnetostatic, stable equilibrium, a balance between magnetic pressure and magnetic 
tension. Before the onset of flare heating (i.e., at some time after the preflare panel but before the onset 
panel), the core field loses its equilibrium: a loss of magnetic tension results in unbalanced magnetic 
pressure that causes the core field to begin to erupt. The distended field around the erupting core then 
collapses into the space that that the core has just vacated (onset panel); this forms a current sheet and 
drives fast reconnection, heating, and particle acceleration (onset, impulsive phase, and late phase 
panels). This reconnection further untethers the core field, providing a positive feedback that sustains the 
magnetic explosion (onset and impulsive phase panels). The whole process of coordinated eruption and 
reconnection is driven by the magnetic pressure of the unleashed core field. 

The end-view sketches in Figure 3 show the reconnection that is inferred from the configuration 
of the field and flare ribbons and the progression of the core eruption and ribbon spreading. In the late 
phase, the reconnection recloses the envelope field that has been opened by the expulsion of the core 
field. The reconnection process supplies to the newly formed coronal loops the heat that makes them 
bright in soft X-ray emission and that makes their feet bright in chromospheric emission. Hence, the 
reconnection and flare energy release in the late phase is a consequence of the core eruption (Kopp and 
Pneuman 1976). As depicted in Figure 3, the reconnection in the late phase is the continuation of recon- 
nection that begins with the onset of flare brightening. Thus, it is compatible with the observations to 
assume that all of the flare brightening, from its beginning, is powered through reconnection. Because 
the reconnection and flare energy release in the late phase seems quite obviously to be a consequence of 
the core eruption, and because the core eruption is already in progress at the onset of flare brightening, it 
is our view that all of the flare energy release and the reconnection inherent to the energy release (i.e., the 
reconnection depicted in Figure 3) from onset on are driven by the core eruption. 
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We call the reconnection depicted in Figure 3, "fast" reconnection because it has a fast driver, the 
core eruption. We take this fast reconnection above the inversion line to be a crucial part of the global 
instability that sustains the field explosion: by further unleashing the field it gives a positive feedback to 
the eruption (Moore and LaBonte 1981; Hagyard, Moore, and Emslie 1984; Moore, Horwitz, and Green 
1984, Sturrock et al. 1984). Previous papers (e.g., Heyvaerts, Priest, and Rust 1977; Moore et al. 1991; 
and those papers cited in the preceding sentence) have suggested that the flare is triggered by the recon- 
nection that accompanies the onset of flare brightening. In this paper, we depart from that view. It is our 
view that global stability of the field configuration is lost before onset of flare brightening and that the 
fast reconnection that gives this brightening is part of the global instability and is driven by the global 
instability; the fast reconnection at brightening onset is not the trigger of the flare, it is part of the flare. 
We thus conclude that the trigger must be something other than the onset of the fast reconnection; the 
trigger is something that happens earlier that renders the the configuration globally unstable to eruption. 

5. INFERRED TRIGGER FOR ERUPTIVE FLARES: SLOW RECONNECTION 

We are now ready to infer the trigger for eruptive flares. Our above discussion of the global 
instability that drives eruptive flares argues that the beginning of the core eruption is the beginning of the 
global instability. From this we infer that the trigger that we seek is the trigger of the core eruption. Our 
picture of the global instability also suggests that the core eruption is triggered when the magnetic pres- 
sure of the sheared core field can no longer be balanced by the magnetic tension. The tension is provided 
by the tying of the field to the photosphere. Hence, we infer that the triggering is the end result of a 
process that gradually erodes the core field's linkage to the photosphere until the confinement of the core 
field becomes untenable. The onset of flare brightening (which we think marks the onset of fast recon- 
nection) is at magnetic inversion lines, often including inversion lines around emerging flux (as in Figure 
2). All these considerations suggest (1) that the triggering process is located at the sites of initial flare 
brightening, and (2) that the triggering process is preflare gradual reconnection that accompanies preflare 
flux cancellation, as we will now discuss. 

It is observed that when two patches of magnetic flux of opposite polarity are brought together by 
photospheric flows, flux cancells at the inversion line where the two patches meet (Martin and Livi, these 
proceedings). The cancellation is apparently accomplished by submergence of a succession of low 
magnetic loops formed from the merging opposite-polarity fields by reconnection at or above the 
photospheric inversion line (as in Figure 5 of Rabin, Moore, and Hagyard 1984). The typical sites of 
initial flare brightening in Figure 2 (at the inversion line in the sheared core and at inversion lines around 
emerging flux), are also typically sites of preflare flux cancellation (Martin and Livi, these proceedings). 
Cancellation reconnection is probably much slower than the reconnection in eruptive flares because its 
driver (photospheric flow; < 1 km/s) is much slower than the driver (core eruption; 10-I00 km/s) of the 
reconnection in eruptive flares. Hence, we call the preflare cancellation reconnection "slow" reconnec- 
tion. We think that this slow reconnection is the trigger for eruptive flares. 

In Figure 4 we have sketched the operation of our proposed preflare process for triggering erup- 
tive flares; the three cases shown correspond to the three typical cases of eruptive flare onset shown in 
Figure 2. In the case of no emerging flux, the triggering cancellation reconnection is on the main inver- 
sion line, in the sheared core. In this case, the core field that goes through the cancellation reconnection 
process loses half of its linkages to the photosphere, while its horizontal flux remains nearly unchanged. 
So, in this case, the flare is triggered by what may be called "tether cutting." This case of cancellation 
reconnection on the main inversion line has been modeled by van Ballegooijen and Martens (1989). In 
the case of emerging flux on the inversion line of the sheared core, the processed core field again loses 
half of its ties to the photosphere. So, this is again triggering by tether cutting, but driven by flux emer- 
gence rather than by photospheric flow converging on the main inversion line as required in the previous 
case. Finally, in the case of emerging flux off the inversion line of the core, the number of ties of the core 
field to the photosphere is not reduced, but the distance between the tie points is increased, which 
weakens the tension of the core field relative to its pressure. So, we term this process "tether weakening." 
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In all cases, the preflare cancellation reconnection continues until the core field becomes so weakly 
tethered that it can begin to erupt and drive fast reconnection under it over the main inversion line. The 
trigger is that last bit of slow reconnection that renders the core field globally unstable to eruption and 
fast reconnection. 

6. CLOSING 

The main new idea of this paper is that eruptive flares are not u'iggered by the reconnection that 
happens with the initial flare brightening, but by slower reconnection that precedes the initial flare 
reconnection at the same sites. The flare reconnection is fast reconnection that is driven by and sustains 
the core eruption; the preflare triggering reconnection is much slower reconnection in flux cancellation 
driven by photospheric flows. We have tacitly assumed that the cancellation reconnection produces a 
much lower rate of magnetic energy dissipation than does the initial fast reconnection in the flare onset. 
Can our proposed preflare slow reconnection occur without producing more heating than observations 
allow? We are presently pursuing this question through a modeling study of slowly driven reconnection 
(Roumeliotis and Moore, in preparation). 
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ABSTRACT. During an eruptive flare a large magnetic loop or plasmoid is ejected into 
interplanetary space, and the closed magnetic field structure which exists prior to the flare 
becomes opened. One of the requirements of flare models is to explain how the field can 
be opened while decreasing the overall magnetic energy of the system. After the field is 
opened, reconnection must occur in order to restore the field to its pre-flare configuration. 
The strongest evidence for reconnection in flares comes from observations of the chromo- 
spheric ribbons and the coronal loops which form after the onset of a large flare. The rib- 
bons and loops appear to propagate through the chromosphere and corona during the flare, 
but Doppler-shift measurements show conclusively that these apparent motions are not 
due to mass motions of the solar plasma. The motions can only be explained by the up- 
ward propagation of an energy source in the corona, and in the MHD-reconnection model of 
flares, the propagating energy source is an x-fine accompanied by slow-mode shocks. 

I. INTRODUCTION 

One of the most important features of eruptive flares is that they eject magnetic flux 
into interplanetary space. Although many flares do not eject magnetic flux, those which do 
are of special importance for solar-terrestrial relations since the ejected flux has dramatic 
effects if it hits the Earth's magnetosphere. Three flare models which have been exten- 
sively investigated are the emerging-flux model (e.g. Heyvaerts and Priest 1976), the 
sheared-arcade model (e.g. Aly 1990), and the magnetic-flux-rope model (e.g. Sturrock 
1989). All of these models can store and release magnetic energy efficiently provided that 
magnetic reconnection occurs. However, only the magnetic flux-rope model appears to 
provide a plausible mechanism for ejecting magnetic flux into interplanetary space. 

The best evidence for reconnection during solar flares comes from observations of 
chromospheric ribbons and coronal loops which appear to move through the chromosphere 
and corona after the onset of a large flare. Doppler-shift measurements show conclusively 
that the motions are not due to mass motions of the solar plasma, but rather to the upward 
propagation of an energy source in the corona (Schmieder et al. 1987). In MHD recon- 
nection model of flares, this propagating energy source is a magnetic x-line accompanied by 
slow-mode shocks. 

Although the motion of the flare loops and ribbons shows that reconnection does 
indeed occur during flares, there is still little agreement as to how reconnection is initiated 
at the start of a flare. Clearly, some trigge r mechanism must exist since flares are, by 
definition, an explosive-like phenomenon which involve the sudden generation of a large 
amount of thermal and kinetic energy. What the trigger mechanism is and how it works 
depends critically on how the magnetic energy is stored in the corona. Most flare models 
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assume that energy is stored in the corona over a period of several hours or days prior to 
the onset of the flare when the energy is suddenly released. The magnetic energy is 
stored in the corona in the form of coronal currents, and these currents generate magnetic 
fields which are assumed to lose equilibrium either because of an instability (resistive or 
ideal) or a catastrophic loss of equilibrium (Moore 1988). 

Flare models which attempt to explain the behavior of large eruptive flares, must 
account not only for the flare ribbons and loops, but also for the occasional ejection of mag- 
netic flux and plasma into interplanetary space. These ejections, better known as coronal 
mass ejections, do not always occur in association with a flare, but when they do, it is 
clear that the flare is a response to the overall magnetic disruption caused by the ejection 
(Simnett and Harrison 1985). 

II. HOW TO OPEN THE FIELD WHILE RELEASING MAGNETIC ENERGY 

One of the major obstacles for modelers of eruptive flares is finding a mechanism 
which can eject magnetic flux and plasma by decreasing the total magnetic energy stored in 
the coronal current system. The ejection cannot simply be a consequence of the thermal 
energy released in the flare since the kinetic energy associated with the ejection exceeds 
the energy released by heating (Canfield et al. 1980, Webb et al. 1980, Linker et al. 1990), 
and careful timing of the onset of the ejection shows that the flare starts after the ejection 
has already begun (Wagner et al. 1981, Simnett and Harrison 1985). Thus the ejection 
must be an integral part of the physical mechanism which releases the magnetic energy. 

/ \ 

(a) (b) (c) 
Figure 1. The three configurational stages of an eruptive flare accord- 
ing to Kopp and Pneuman (1976). Gray shading indicates current flow 
perpendicular to the plane of the figure. Work by Aly (1984, 1990) 
suggests that the transition form (a) to (b) is energetically impossible 

During an eruption, magnetic field lines mapping from the ejected plasma to the photo- 
sphere are stretched outwards to form an extended, open field structure (Sturrock 1987, 
1989). This opening of the field creates an apparent paradox since the stretching of the 
field lines implies that the magnetic energy of the system is increasing which is impossible 
if the ejection is magnetically driven (Sturrock et al. 1984). Barnes and Sturrock (1972) 
argued that this energy paradox  does not occur because the decrease in the coronal current 
system, which exists prior to the eruption, releases more magnetic energy than is 
consumed in stretching the field lines. In other words, the magnetic energy required to 
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open the field should be less than the free magnetic energy stored in the corona. Following 
this line of thought Kopp and Pneuman (1976) proposed the scenario shown in Figure 1 for 
a three stage model of an eruptive flare. In the first stage (Figure la) prior to the eruption, 
there is a force-free magnetic flux rope which erupts outwards to form a fully opened mag- 
netic field configuration (Figure lb). Finally, in the third stage the opened configuration 
reconnects (Figure lc) to form a closed, nearly current-free field. According to Barnes and 
Sturrock (1972) the evolution from the first stage to the second would be an ideal-MHD 
process occurring on the Alfvgn time-scale, while the evolution from the second stage to 
the third would be a resistive-MHD process occurring on the slower reconnection time- 
scale. Thus the middle stage 2 would constitute a metastable state at an intermediate 
magnetic energy level as shown in Figure 2. 

"O 
© 

(a) 

(c) 

Time 

) -  

Figure 2. The levels of magnetic energy for the three 
configurational stage shown in Figures 1 and 2. 

In 1984 J.J. Aly showed 
that the above scenario is likely 
to be energetically impossible 
(Aly 1984). Using quite general 
arguments Aly argues that the 
fully opened field configuration 
shown in Figure lb must al- 
ways have a higher magnetic 
energy than a corresponding 
force-free magnetic field as long 
as the field is simply connected. 
Aly's result caused consterna- 
tion among MHD theorists be- 
cause it seem to imply that an 
energy paradox does indeed 

exist and that eruptive flares are therefore energetically impossible. However, as Aly 
himself noted, there are several ways to avoid the paradox. First, the magnetic fields may 
not be simply connected but contain x and o points. Second, the ideal-MHD part of the 
eruption could extend the field to a large, but finite extent, without actually opening the 
field lines to infinity. Finally, the eruption might be magnetically possible if it only partly 
opened the magnetic field (cf. Wolfson and Low 1992). 

Recently, P. A. Isenberg, P. D6moulin, E.R. Priest, and myself have found that it is 
indeed energetically possible to create an eruption by eliminating the requirement that the 
field be magnetically opened to infinity during the ideal-MHD transition (D6moulin and 
Priest 1988, Forbes and Isenberg 1991). We have constructed an MHD model which 
evolves through the 3 stages shown in Figure 3. During the transition from the first stage 
(Figure 3a) to the second stage (Figures 3b) the field is not opened but simply extended, 
and it is only when reconnection occurs during the transition from the second stage to the 
third (Figure 3c) that the ejection of a magnetic flux rope to infinity occurs. This model is 
essentially an MHD version of the circuit model constructed by Martens and Kuin (1989) 
which incorporates the diamagnetic driving force discussed by Yeh (1982, 1983). 

The force which drives the filament upwards is the diamagnetic force produced by the 
compression of field lines between the current filament and the photosphere as shown in 
Figure 4. Prior to the eruption, this compression is balanced by the magnetic tension in the 
field lines anchored in the photosphere but passing over the top of the filament. Using a 
simple circuit model, Van Tend and Kuperus (1978) argued that a gradual change in either 
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the field holding the filament in place or the current passing through the filament can lead to 
a sudden loss of equilibrium. 

(a) (b) (c) 
Figure 3. An alternate version of the three configurational stages 
which avoids the energy paradox. Here the ideal-MHD transition from 
(a) to (b) does not open the field to infinity. 

At the present time there is no clear picture of how the current is created in the mag- 
netic flux-rope model. One possibility is that the flux-rope is simply transported into the 
corona when the magnetic field emerges from the convection zone. However, it is also 
possible to create a flux-rope by twisting the photospheric footpoints of a pre-existing 
magnetic loop (Foote and Craig 1990), but:there is little evidence to indicate that photo- 
spheric convection actually twists the field to the extent necessary to form an unstable 
flux-rope (Berger 1990). 

Another alternative is to reconnect the footpoints of magnetic loops while shearing 
them at the same time (van Ballegooijen and Martens 1989). There is some observational 
evidence suggesting that such footpoint reconnection occurs in the photosphere and gener- 
ates eruptive flares (Martin et al. 1985). However, this evidence has alternate interpreta- 
tions which do not require photospheric reconnection. In any case, it is probably not nec- 
essary that the reconnection occur in the photosphere since reconnection at the a base of 
the corona will produce the same result (cf. Inhester et al. 1992). 

The model presented in Isenberg and Forbes (1991) is based on a two-stage process. 
In the first stage, or storage phase, the magnetic energy of the system is slowly increased 
by transferring magnetic flux from the photosphere to the corona. The transfer of flux oc- 
curs quasi-statically over a time period of several days so that the system evolves through 
a series of equilibria. The second stage is the eruptive phase which occurs when equilib- 
rium is lost. Immediately after the loss of equilibrium, the system evolves rapidly over a 
time period of a few minutes (i.e. a few Alfv6n time-scales). Since the evolution in this 
stage is very rapid compared to the rate at which flux is transferred from the photosphere 
to the corona, no flux is transferred to the Corona during the eruptive phase. This means 
there is no external energy input during the eruptive phase. 

The models solves an idealized configuration with a force-free flux-rope (i.e. a current 
filament) and a current sheet with a variable length. To make the solution mathematically 
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tractable, we assume that the current sheet always remains attached to the boundary at 
the base and that reconnection only occurs in the sheet at the point where it intersects the 
boundary. 

(a) (c) 
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Figure 4. Schematic diagram of the driving force in flux-rope models. 
The shaded circle indicates the position of the magnetic flux rope or 
current filament. 

During the quasi-static stage of the evolution, the coronal magnetic field B and current 
density j are determined by the magnetohydrostatie equation 

j x B  
c - Vp -- 0 (1) 

where the current density j is given by Amp6re's law, p is the plasma pressure, and c is 
the speed of light. The pressure in the corona is very small, and in general one expects the 
current system in the corona to be force-free except inside current sheet and very thin cur- 
rent filaments. Here we also consider the case where the pressure is significant within the 
filament since some of the numerical solutions we discuss in the next section contain such 
filaments. 

The model assumes that all quantities are invariant in the z direction perpendicular to 
the x-y plane, so that the total force per unit length on the filament is 

Vtot =lffs f×Bf)da+ljL f× e)da_ Cp ,  
where S is the region occupied by the filament, a is the area of S, C is the perimeter of S, I is 
the length of C, j f  is the filament current density, and Bf and B e are the magnetic fields due 

to the internal filament current and the external currents outside the filament. The region a 
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is assumed to be small enough to make the external field B e effectively uniform within the 
filament. With this assumption, the condition for filament equilibria dissociates into two 
separate conditions - one for the internal, local equilibrium given by 

jfxBf = cVp = O, (3) 

and one for the external, global equilibrium given by 

F = (I B e / c ) ' ~  = 0,  (4) 
where F is the external force per umt length, B e xs the external field evaluated at the fila- 
ment, and I is the filament current. For p = 0 equation (3) reduces to 

1 02 + 8o 2 + = o (5) 
87c dr 4rrr dr 

Conservation of mass and flux within the filament determines the distribution of cur- 
rent density, jf, and the internal equilibrium prescribed by (5) is coupled to the global equi- 
librium prescribed by (4) via the filament current and radius. In general, equation (5), must 
be solved numerically, but Parker (1974) has obtained asymptotic solutions for large ex- 
pansions and contractions of the filament. Here we consider the simpler case where the 
filament has a constant radius R without losing any of the essential features of the model. 

The analytical model assumes a photospheric boundary condition of the form 

A(x, O) = md $(t) (6) 
x 2 + d  2 

where m and d are constants, and $(t) is a slowly varying function of time. The quasi- 
static evolution of MHD equilibria is caused by the gradual reconnection of photospheric 

field lines below the filament. The reconnection transfers the flux, $, from the photosphere 
to the corona and leads to the storage of magnetic energy in the corona. 

Figure 4 shows the equilibrium field configurations at four different points on the equi- 
librium curve in the bottom panel. Panels 1 through 3 show the quasi-static evolution 
along the equilibrium curve from a nearly potential configuration initially to the catastrophe- 
point configuration which contains a small current sheet attached to the base. Between 
equilibrium locations 2 and 3, a current sheet forms as more and more flux is transferred to 

the corona This infinitely thin current sheet represents the low fl limit of a finite thickness 
current sheet with a magnetic null at the point where the current sheet intersects the pho- 
tospheric boundary. There is no reconnection in the current sheet except at the point 
where it is attached to the photosphere, but because the current sheet is infinitely thin, the 
flux reconnected at the photosphere immediately appears at the top of the current sheet. 

For a sufficiently small filament radius (R < 10 -3 d for the dipole case), the equilibrium 
curve .is multiply valued as shown in the bottom panel of Figure 5. At the critical point the 
system undergoes an abrupt transition from the lower equilibrium at 3 to the upper equilib- 
rium at 4. This sudden transition corresponds to a cusp catastrophe, one of the elementary 
catastrophes defined in standard catastrophe theory (cf. Poston and Stewart 1978). 

Although the analytical solution shows that the current filament is launched upwards 
at  the catastrophe point, it also shows that the filament does not travel very far in the 
absence of any reconnection. Furthermore, the magnetic energy release is relatively minor 
unless reconnection occurs. In order for the filament to continue to move upwards indefi- 
nitely and for significant energy to be released, substantial reconnection must occur within 
a few Alfv6n scale-times. 
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III. NUMERICAL STUDIES OF FIELD LINE RECONNECTION 

If reconnection occurs in the current sheet below the filament, then all the energy is 
released and the upward motion of the filament is unbounded, but the speed at which the 
current filament moves upwards depends strongly on the rate of reconnection. Observa- 

tions indicate that some ejections 
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critical point 

0 5 10 
Magnetic Energy (1031 ergs) 

Figure 5. Equilibrium field configurations at four dif- 
ferent points on the equilibrium curve shown in the 
bottom panel. Here the filament radius is R = 10 -5 d, 
and the dashed curve is the expected filament trajec- 
tory when the system reaches the critical point. 

move at a speed close to the coro- 
nal Alfv6n speed, and for these 
coronal mass ejections the recon- 
nection would have to be rapid 
enough to reconnect a significant 
fraction of the field within a few 
Alfv6n time-scales. The theoreti- 
cal understanding of how such 
rapid reconnection might occur is 
somewhat limited, but one attrac- 
tive possibility is that the flows 
generated by the loss of ideal- 
MHD equilibrium may act to drive 
the reconnection rapidly (Forbes 
1990). 

Mild6 et  al. (1988) carried out 
the first numerical simulation of an 
erupting current filament in which 
the magnetic energy of the system 
decreased during the eruption. 
Their simulation creates a mag- 
netic island with a current sheet 
below it by pinching a loop at its 
base, but the pinching is done indi- 
rectly by neighboring magnetic 
loops which expand as their foot- 
points are sheared (Biskamp and 
Welter 1989). When the current 
sheet becomes thin enough, it un- 
dergoes magnetic reconnection 
(i.e. it tears) and a magnetic island 
is ejected out the top of the numer- 
ical domain. 

More recently Inhester et  al. 
(1992) have carried out a simula- 
tion which forms and ejects a mag- 
netic flux rope by shearing and 
converging the footpoints of an ar- 
cade of loops. In this simulation 
the reconnection does not take 
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Figure 6. Contours of  A at t = 0 and t = 183 s for a two dimensional numerical simulation 
with a quadrupole photospheric magnetic field which has a maximum field strength of 100 
Gauss at the photosphere. The initial field configuration is the unstable equilibrium at the 
estimated location of the critical point. 

place in the boundary as assumed in the analytical solutions discussed above, but instead 
the reconnection occurs in the coronal region above the boundary. As the footpoints of the 
arcade approach one another a flux rope forms simultaneously with the current sheet which 
tears to release the flux rope. There is no obvious loss of ideal-MHD equilibrium in this 
simulation since the upward motion of the flux rope occurs only in response to the tearing 
in the current sheet. Both the Miki6 et al. (1988) and Inhester et al. (1992) show that it is 
not necessary for an ideal-MHD catastrophe to occur in order for an eruption to take place. 

A numerical simulation of an eruption caused by a loss of magnetic equilibrium is 
shown in Figures 6 and 7. The simulation uses a flux-corrected transport code to solve the 
resistive MHD equations for a magnetic Reynolds (Lundquist) number of about 200 
(Forbes 1991). In this simulation the initial magnetic field is the sum of  a quadrupole 
background at depth d, a simple current filament centered at y = h, and a corresponding 
image filament at y = - h .  A quadrupole is used, instead of a dipole field, because the 
quadrupole field gives a catastrophe even when the radius is relatively large whereas the 
dipole has a catastrophe only when the radius is relatively small (Drmoulin et al. 1991). 
The panel labeled t = 0.0 in Figure 6 shows the magnetic field configuration when the fila- 
ment is positioned at the catastrophe point at h = d. Here R, the radius of the filament, is 
set at 0.05 times d, and initially the plasma is at rest and has uniform entropy. The bound- 
ary conditions at the photosphere (y = 0) are j = 0, Vx(X, 0, t) = 0, and Vy(X, 0, t) = 0. The 

line-tying condition, j = 0, follows from the requirement that field lines be anchored to the 
base (see Forbes 1990 for further details). 

Figure 7 shows the shock, filament, and x-line trajectories along with the x-line elec- 
tric field as a function of time. Here the dimensionless numerical results have been re- 
scaled in dimensional units using a length scale of 104 km, a maximum photospheric field 
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Figure 7. (a) Trajectories (a) and electric field 
at x-line for a numerical simulation starting at 
the critical point. 

strength of 100 Gauss, a coronal density 
of 10" cm -3, and a coronal temperature of 

106 K. The filament is initially in equilib- 
rium, but the equilibrium is unstable. 
Consequently, the filament starts to rise 
slowly at first, but then more rapidly later 
on. As the filament moves higher, rapid 
reconnection starts to occur at the x-l ine 
which forms below the filament. By 

t - - 4 0 0  the filament is ejected from the 
top of the numerical box, and the calcula- 
tion is stopped shortly afterwards. The 
contact of the filament with the top of the 
box disrupts the equilibrium of the fila- 
ment, and this disruption has a definite 
effect on the subsequent evolution of the 
system. As the filament passes through 
the upper boundary, it starts to expand, 
and the expansion launches a downward 
traveling wave which halts the recon- 
nection. 

The electric field increases rapidly 
and reaches a peak value of 13 volts/cm 
at about t = 150 after which it slowly 
declines. The spiky fluctuations imposed 

on top of this general variation of the field are mostly due to insufficient numerical 
resolution inside the current sheet. 

IV. CONCLUSIONS 

Eruptive flares pose a challenge to theory because they require the formation of an 
extended magnetic field by a process which releases magnetic energy. Since extending the 
field acts to increase the magnetic energy, there must exist another part of  the coronal 
magnetic field which releases more energy than the energy needed for the extension. The 
most plausible scenario so far suggested is the unwinding and expansion of a magnetic flux 
rope. 

Several recent analytical studies and numerical simulations have successfully 
explained how a magnetic flux rope can erupt as a consequence of shearing and conver- 
gence of the footpoints of a magnetic arcade. In some cases the eruption involves a loss of 
ideal-MHD equilibrium, but in other cases it does not. What is essential is that rapid 
magnetic reconnection of the stretched field lines be able to occur, otherwise the magnetic 
flux rope cannot escape form the Sun. So far there is no adequate theory which explains 
how such rapid reconnection works. 

This work was supported by the NASA Space Physics Theory program through 
NASA Grant NAG 5-1479 and by NSF Grant ATM-8916303 to the University of New 
Hampshire. 
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Abstract:  Melrose's model (1992) for the energy propagation into the energy release site in a 
solar flare in terms of Alfvdnic fronts is extended to a constant-a force-free flux tube, relaxing 
the constraint of a uniform current profile. The important features of the model depend on c~ 
and the flux tube radius, r0, only in the combination ar  0. 

Introduction 

Although simple arguments indicate that energy must flow into a flare kernel at the 
same time as it is dissipated, most models of solar flares ignore this. There are several 
exceptions, notably Raadu's current interruption model (1989). Several important fea- 
tures of Ra~du's model have been incorporated into a model by Melrose (1991), in which 
Alfv6nic fronts in a cylindrical flux tube (cylindrical co-ordinates r, ¢, z) release stored 
magnetic energy. The energy propagates as a Poynting flux to the flare kernel where it 
is dissipated. Melrose neglected the magnetic field generated by the current, implying 
that the flux tube is not force-free. In this paper Melrose's model is generalized to a 
constant-~ force-free flux tube. 
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O u t l i n e  o f  M o d e l  

At t = 0 the dissipative mechanism in the flare kernel, modeled by Raadu as a double 
layer and by Melrose as a resistance, Re,  is turned on, marking the onset of the flare. 
The impulsive switching on of the dissipative region creates fronts that propagate away 
from the flare kernel at the Alfv~n speed, as shown by Goertz and BosweU (1979) in 
a magnetospheric context. Associated with the Alfv6n fronts is an effective impedance, 
which in Melrose's model is R A = goVA/47r, and whose generalization to the force-free 
case is discussed below. The passage of the fronts unwinds the magnetic field releas- 
ing stored energy, part of which goes into the rotational motion of the plasma. The 
remainder of the released energy flows as a Poynting flux to R c. 

From observations it is known that flare kernels are associated with currents flowing 
in the corona (e.g. Lin and Gaizauskas 1987), suggesting that the current and the 
power released in a flare are related. Large-scale current structures in the corona must 
be force-free (Parker 1979), and so must flow along the magnetic field lines. In the 
model of Raadu (1989) the current is partially deflected at the Alfv~n fronts, thereby 
causing the azimuthal magnetic field, B¢, for v < r0, to reduce abruptly from ahead to 
behind the front. This reduction corresponds to a release of magnetic energy as the front 
passes. In Melrose's model, the deflected current flows around Rc as a singular surface 
current layer. The current flowing through Re, and contributing to the dissipation, is 
I f  = I i / ( 1  "4- R c / R A ) ,  where i denotes the current ahead of the front, and f denotes 
that behind the front. 

Force-Free  Fie lds  

The current profile is assumed to be uniform across the flux tube in Melrose's model, 
which means the model is valid only for B~ << Bz, a questionable assumption as the 
magnetic field lines must be highly twisted or sheared to store enough energy to power 
a flare. The formal solution of the force-free condition, i.e. #0J x B = 0, is #0J = a ( r )B  
with B .  Va(r )  = 0. Here a, which is a measure of the twist in the system, is assumed 
to be constant. The standard solution for a constant-a field (e.g. Parker 1979), in terms 
of Bessel functions, is 

B = #oJ = A B  ° {0, J l (a r ) ,  J0(ar)}, 

where B 0 is an arbitrary magnetic field, and A is a dimensionless constant. 

The edge of the flux tube is defined by the value of r0, and the model is determined 
by the value of a i r  0. (The region outside the flux tube is of no relevance in the following 
discussion because the magnetic energy at r > r 0 does not change.) For oQr 0 << 1 the 
twist in the field lines is a small effect, and the region of relevance here is for oQr 0 ~ 1. 

As oQr 0 approaches the first zero of Jl(~/r0), the model approaches a reverse field pinch 
(RFP), (e.g. Taylor 1974; Heyvaerts and Priest 1984); this case is discussed separately 
below. 
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R e s u l t s  a n d  I n t e r p r e t a t i o n  

In the force-free model, the quantities of interest - the power due to the release of stored 
magnetic energy, the Poynting flux and the kinetic energy of the plasma - now involve 
integrals over r of Bessel functions: 

0 r °  2 ! Pmag= 4~VA2# ° drr  (Jo2(~lr) + Jl(~$r)) 2 (A2j2(o~ir) - A~J2(o!fr)) ,  

0 r °  2 ! Pk = = ° + (A, A s J l ( C ~ f ) )  2 , 

0 TM 2 ! P oy. io  = 2 ,o  + A J ( fr) 

× AiJi( f) ) , 

where ~A = vA(r = O) = AfBo/( #o)½. In practice, values are chosen for Ai, ~ir0, R c 
and B 0 and the constraints - conservation of magnetic flux and the fact that the dissi- 
pated power is equal to the power due to the Poynting flux - give a f  and Af. 

In figures 1 and 2, Pm~s, PPoynting and Pkin are plotted as a function of air0 from 
zero to the first zero of Jl(O~ir0). In the context of solar flares the interesting region 
of these graphs is the central section, since at either limit the powers drop to zero. As 
air0 --* 0 the original Melrose model is recovered, as can be shown analytically, so no 
new insights are gained from this region. 

For R J R  A << 1, where a convenient definition of R A for the purposes of discussion 
is R A = #OVA/47r, the magnetic field unwinds only slightly as the front passes, so only a 
small fraction of the released magnetic energy is used by the plasma as kinetic energy. 
Most of the energy goes into the Poynting flux to be dissipated at Re, see Figure 1. Only 
a small fraction of the total current is deflected around R~. As R J R  A is increased, the 
field unwinds more and more behind the front, so more energy is needed by the plasma 
for its rotational motion, leaving less to be dissipated. This trend continues smoothly 
until R d R  A >> 1, when the magnetic field is almost completely unwound by the passage 
of the front. The fraction of released energy going to the kinetic energy of the plasma is 
now far greater than that dissipated, see Figure 2. The fraction of the current deflected 
around the resistive region reflects this fact and is close to unity. 

The RFP is an interesting limiting case with zero net current and zero net magnetic 
flux. As this case is approached the solution has two different forms depending on the 
value of R c / R  A. For small R J R  A there is no change in the system, implying that 
no fronts are created. For large R ~ / R  A the fronts appear but propagate at negligible 
speed. This case is being investigated further, and may have applications in other areas 
of astrophysics. 

To summarize, Melrose has constructed a model for energy inflow to a flare kernel 
using a flux tube of constant radius with a current of uniform profile across the tube. 
A resistance is switched on abruptly, generating Alfvdnic fronts that release stored 
magnetic energy as they unwind the magnetic field. In this paper, where the restriction 
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of uniform current profile is relaxed, it is shown that  the force-free model has the same 
qualitative results, and the important  quantities depend only on the combination a i r  0. 
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Fig. 1. For Re/R A << 1 the powers are 
plotted as a function of alro from zero to 
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Fig. 2. As for Figure 1, except that Re/R A 
>> 1. 
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A b s t r a c t :  Results of recent numerieM calculations of the soft X-ray Ca XIX resonance 
line profile are reviewed. The calculations were based on three different energy transport 
models: nonthermal thick-target electron precipitation; thermal conduction; and electric- 
field acceleration. Predictions made by each of these models for the Ca XIX blueshift and 
nonthermal broadening are compared with observations obtained during the flare impulsive 
phase. Agreements and discrepancies between theory and observation are discussed. 

1 I n t r o d u c t i o n  

A wealth of observations of the Ca XIX soft X-ray line ()~ 3.177) during solar flares 
has been obtained by the SOLFLEX instrument on P78-1 (Doschek et M. 1980), 
and by the Bent Crystal Spectrometers (BCS) on Hinotori (Tanaka et al. 1982) and 
the Solar Maximum Mission (SMM, Acton et al. 1980). The observations indicate 
large nonthermal broadenings and blue asymmetries in Ca XIX (and Fe XXV) dur- 
ing the flare impulsive phase. The nonthermal broadening is correlated temporally 
with impulsive hard X-ray (HXR) emission. The broadening reaches a maximum 
of ~ 200 km s -~ at the peak of the ttXR emission and then decays gradually to 
characteristic quiescent active region values of g 50 km s -1 (Antonucci and Dennis 
1983; Fludra et al. 1989). The blue asymmetry is most pronounced during the rise 
phase of soft X-ray emission in disk flares. Usually~ it can be approximated by an 
emission component that is blueshifted by 300-400 km s -1 from a more intense 
line centered at the rest wavelength (Antonucci, Gabriel, and Dennis 1984). The 
intensity of the blueshifted component decreases as the intensity of the stationary 
component increases (Karpen, Doschek, and Seely 1986), while the amplitude of 
the blueshift velocity tends to peak after the peak of the impulsive tIXR emission 
(Doschek et al. 1989; Winglee et al. 1991a). 
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The Ca XIX blueshift observations have been interpreted as evidence for con- 
vective upflows produced by the heating and evaporation of chromospheric plasma 
to soft X-ray emitting temperatures (Antonucci et al. 1982~ Antonucci, Gabriel: and 
Dennis 1984). However, the actual mechanism by which energy is transported from 
the initial release site to the regions where bulk motions occur is still a subject of 
considerable debate. Fueling this debate are the mixed results of numerical simula- 
tions based on different energy transport models. Many of these simulations predict 
Ca XIX line profiles that are not fully consistent with impulsive phase observations 
(see Doschek et al. 1986 for a review). 

This paper reviews three physically different energy transport models in terms 
of their ability to explmn the observed doppler behavior of Ca XIX emission and, by 
implication, the dynamics of flare plasma during the impulsive phase. In Sections 2 
and 3, we describe the predictions made by the nonthermal thick-target electron and 
thermal conduction models of energy transport: respectively. In Section 4, we discuss 
the predictions made by the recently developed electric-fleld acceleration model. In 
Section 5, we summarize these predictions and outline proposed improvements to 
these energy transport models. 

2 N o n t h e r m a l  Thick-Target  Electron Mode l  

There have been several recent calculations of the Ca XIX line spectrum for a coro- 
nal loop that is heated impulsively by nonthermal thick-target electrons (Emslie 
and Alexander 1987; Li, Emslie, and Mariska 1989; Antonucci et al. 1991). These 
simulations are based on a paradigm in which accelerated high-energy electrons are 

injected at the loop apex and precipitate along uniform field lines to the chromo- 
spheric footpoints. As they penetrate to higher density regions~ the electrons lose en- 
ergy via coulomb collisions with ambient electrons and produce HXR brcmsstralung 
radiation (~ 20 keV) through interactions with ambient ions (Brown 1973; Lin and 
Hudson 1976). 

Emslie and Alexander (1987) used the thick-target calculation results of Nagai 
and Emslie (1984) to compute the Ca XIX line emission from a symmetric one- 
dimensional loop with an input heating time profile characterized by a 30s linear 
rise to maximum followed by a 30s linear decay. From the distribution of temper- 
ature, density~ and velocity in the loop, they derived Ca XIX profiles at heating 
maximum that showed a main component that was blueshifted by typically 100- 
200 km s -1 from the rest wavelength, and a second component that was blueshifted 
300-500 km s -1. In addition, the computed profiles exhibited line widths that were 
typically 200 km s -1 broader than the intrinsic thermal width implied by the equlib- 
rium temperature of the loop plasma. 

Mariska, Emslie, and Li (1989; hereafter MEL) extended the Nagai mad Emslie 
(1984) simulation to a wider range of variations in peak heating flux Fc and electron 
spectral index 8. Their calculations included an improved treatment of the e l ec t ron  

energy distribution in which a discontinuous step function decrease to zero electron 
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energy was replaced by a continuous parabolic transition below a "knee" energy Ec. 
Figure 1 i11ustrates the Ca XIX profiles computed from these simulations for differ- 
ent values of. Fe, 6, and Ec (Li~ Emslie, Mariska 1989). Each proi~le corresponds to 
the t ime of maximum heating and is plotted at 3s time resolution. As determined in 
the earlier thick-target simulations, the dominant feature in the Ca XIX spectrum 
is an emission component that  is nonthermrdly broadened by ~200 km s - I  and is 
blueshifted by up %o 400 km s - I  . Moreover, the nontherma] broadening of the com- 
puted profiles was discovered t o  be a natural  consequence of the velocity dispersion 
along the line of sight, implying that  adhoc mechanisms (such as microturbulence) 
are not necessary to explain nonthermal broadening during the impulsive phase. 
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Fig. 1. Computed Ca XIX profiles for different injected electron fluxes (increasing left to 
right), and different "knee" energies (increasing from bottom to top). Solid lines denote 
/~ = 6; dashed lines denote 6 = 4. Intensity units are ergs s -1 .~-1 per square centimeter 
of loop eross-sectiona area (from Lit Emslie, and Mariska [1989]). 

FinaUy, Antonucci et al. (1991) applied a numerical code by Peres e% al. (1987) to 
compute Ca XIX profiles from a thick-target heated loop. In contrast %o MEL, they 
prescribed a heating variation in which the electron flux was switched on abruptly 
and maintained constant for 180s. Their assumed electron energy spectrum had a 
sharp low-energy cutoff at 10 keV and a conslderably softer spectrum with 6 = 8 (d. 
6 = 4 and 6 in MEL). On %imescales ot less than ~ 40s~ these simulations predicted 
strong nontherma] broadening and an overall blueshift ~ 300 km s - I  for the Ca XIX 
] ~ n e .  
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In summary, the thick-target calculations predict that,  during the impulsive 
phase, the Ca XIX profile will show a dominant component that is blueshifted in 
the range 200-500 km s -1 and is nonthermally broadened by ~ 200 km s -1. The 
blueshift and nonthermal broadening velocities are predicted also to be correlated 
temporally with the electron heating. The computed strength and amplitude of 
the blueshifted emission depend on both the intensity of the electron beam and 
on its spectral energy properties. In general, intense beams drive faster upflows 
and produce larger nonthermal broadening because of the stronger heating and 
evaporation they generate. On the other hand, electron beams with hard energy 
spectra (and/or  high electron cut-off energies) tend to produce weaker blueshifted 
emission as the bulk of the thick-target electron energy deposition occurs deeper in 
the chromosphere, where evaporation is inhibited by radiative cooling processes (cf. 
Fisher, Canfield, and McClymont 1985). 

How do the theoretical profiles predicted by the thick-target model compare 
with observation? McClements and Alexander (1989) addressed this question using 
SMM BCS Ca XIX spectra in several strong disk flares observed with 12 s time 
resolution. A sample of their findings is displayed in figure 2. Based on an accu- 
rate wavelength calibration derived from limb-observed flares, they could find no 
evidence for systematic Ca XIX blueshifts in excess of 100 km s -1 during the im- 
pulsive phase of hard X-ray emission. In all the examined disk flares, the Ca XIX 
profile during the impulsive phase exhibited a dominant nonthermally broadened 
stationary component with only a weaker blue-wing component at 300-400 km s -1. 
Although the nonthermal widths of the observed profiles were consistent with com- 
puted values, the observation of a weaker blueshifted component (relative to the 
stationary) disagrees with the thick-target prediction. 
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Fig. 2. Observed Ca XIX profiles during the rise phase of impulsive hard X-rays in the 
1980 April 10 disk flare. The mean integration time is 12 s. The profiles show the character- 
istic stationary component and a blue-wing asymmetry (from McClements and Alexander 
[1989]). 

In a single loop model, it is not expected that a stationary component of Ca XIX 
emission will become significant until chromospheric evaporation has had sufficient 
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time to enhance the density of soft X-ray emitting plasma in the loop. It is tempting 
to speculate that some form of preheating (which is not detectable in hard X-rays) 
may occur prior to the main impulsive phase. Such heating could, in principle, evap- 
orate plasma to the point where the loop density and temperature are sut~ilciently 
high to generate stationary Ca XIX emission. Mariska and Zarro (1991) approxi- 
mated the effect of preheating by injecting high-energy electrons into a loop with a 
high initial pressure of 50 dyne cm -2. They found that, because of the greater frac- 
tion of electrons becoming thermalized in the high-density corona, the simulation 
could produce a stationary component earlier during the impulsive phase, Neverthe- 
less, even with such a large pressure, they could not reproduce the absolute intensity 
of the stationary component observed during the early rise phase of impulsive hard 
X-rays. 

3 T h e r m a l  C o n d u c t i o n  M o d e l  

An initially dominant blueshifted component is also a prediction of hydrodynamic 
calculations in which thermal conduction is the dominant energy transport mecha- 
nism (Doschek et al. 1983; Cheng, Karpen, and Doschek 1984, Antonucci et al. 1987; 
Karpen et al. 1989). The source heating function in these simulations is modeled 
usually by adding a transient heating term to the steady heating required to main- 
rain the preflare energy balance. Subsequent heating of the ambient plasma results 
in a downward-propagating conduction front that transfers energy to the chromo- 
sphere, driving evaporation and producing soft X-ray plasma (Brown, Melrose, and 
Spicer 1979). 

Hard X-rays in the thermal model are emitted by the hot (~ 10 s K) plasma 
behind the front and by the energetic electrons that penetrate the front (Emslie and 
Rust 1979). One advantage that this model has over the thick-target model is that 
it requires fewer high-energy electrons to produce an observed I-IXR flux. Thus, it 
is energetically more efficient than its nonthermal counterpart (Tandberg-Hanssen 
and Emslie 1988). However, this advantage is undermined by the fact that the depth 
distribution of the thermal heat source is presently quite arbitrary. By contrast, the 
thick-target model (and the corresponding depth-dependence of energetic electrons) 
is better-substantiated by a wealth of HEn, UV, and HXIK observations (el. Canfield 
et al. 1986). 

Antonucci et al. (1987) assumed a thermal heat source that was distributed as a 
gaussian function of the distance along the loop. Time-dependent Ca XIX profiles 
were computed in the two cases of centering the source at the loop apex and at the 
loop footpoint. In the apex-heating case, the initial increases in plasma temperature 
and pressure at the loop top produced downward expansion and associated Ca XIX 
redshifts of typically ~ 50 km s -1 during the first 10s following heating turn-on. 
After approximately a 10-15s delay (equal to the finite propagation time of the 
conduction front along the loop) the Ca XIX emission became dominated by a strong 
blueshifted component at ~ 400 km S -1. In the base-heatlng case, the response of 
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Ca XIX matched essentially that predicted by the thick-target model with a very soft 
(6 > 7) electron energy spectrum. In particular, a blueshifted component appeared 
almost instantaneously and dominated the spectrum during the initial 30s of the 
heating phase. The Ca XIX profiles in the base-heating case produced a better overall 
agreement with observation than the apex-heating case. However, as in the previous 
thick-target calculations, the initially strong blueshifted (and redshifted) profiles 
predicted by the thermal model do not appear to be supported by observations 
during the early impulsive phase. 

Karpen et al. (1989) investigated the effects of nonlocal thermal conduction 
on the time-dependent behavior of Ca XIX (and Mg XIX) profiles. The classical 
conduction approximation is expected to break down when the mean free path of 
thermal electrons exceeds the temperature scale height by more than about 10%. In 
the latter circumstance, such as would arise under steep gradients and high energy 
fluxes associated with flares, the heat flux that the plasma can support becomes 
limited to a fraction of the total available flux of thermal energy (Karpcn and 
I)eVore 1987). This flux-limiting effect decreases the energy available for driving 
evaporation, leading to significant reductions in the blueshift velocity (~ factor of 
2) and in the intensity of the blueshifted component relative to the classical case. 
Although these decreases are more consistent with observation than the classical 
predictions, they are still not sufficient to account for the presence of stationary 
Ca XIX components that always dominate the observations. 

4 Electr ic -Fie ld  Acce l era t ion  M o d e l  

An interesting variation on the standard nonthermal and thermal transport mecha- 
nisms is provided by the electric-field acceleration model of Winglee et al. (1990b). In 
this model, cross-£eld currents in the corona are postulated to generate quasi-static 
parallel electric fields that accelerate electrons down to the chromosphere. These 
high-energy electrons heat ambient plasma by collisions and produce hard X-rays 
by thick-target interactions. The hard X-ray spectrum emitted by the accelerated 
electrons is predicted to show a double power-law, with a break energy of the order 
of the electric potential drop (cf. Lin and Schwartz 1987). 

Test-particle simulations of this mechanism predict several important conse- 
quences for the doppler behavior of soft X-ray emission. 

(1) the accelerated electrons constitute a region of downward current within which 
ambient plasma is bulk-heated to soft X-ray emitting temperatures. Because of the 
large gyro-radius of ions (compared to electrons), the electron current is closed by 
ions travelling perpendicular to the magnetic field. These transverse motions result 
in a stationary soft X-ray emission component that is nonthermally broadened; 

(2) the electric field responsible for accelerating electrons downwards also acceler- 
ates ions upwards along field lines. For view-angles along the magnetic field, these 
upward motions produce a soft X-ray emission component that is blueshifted with 
a supersonic velocity determined by the energy of the potential drop; 
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(3) because of the larger scale lengths along the magnetic field (relative to those 
across field lines), the upward ion motions develop more gradually than transverse 
motions. Hence, the appearance of the blueshifled component is delayed with respect 
to the stationary component; and 

(4) since transverse motions occur along the length of the potential drop, they 
involve a greater number of soft X-ray emitting ions than upward motions - which 
are confined predominantly to the collisional chromosphere. Hence, the intensity of 
the stationary component is greater than that of the blueshifted component. 

The above predictions appear to be supported in several flares observed by SMM. 
Winglee et al. (1990a) examined five events that showed a double power-law HXR 
spectrum that steepened above ~ 100 keV. They interpreted the double power-law 
as evidence for electron aecderation by DC-electric fields. After HXK maximum, the 
spectrum evolved into a single power-law, indicating a decrease in the electric field 
strength. In each event, the simultaneously observed Ca XIX spectrum exhibited a 
stationary resonance line that showed the greatest degree of nonthermal broadening 
(~ 200 km s -1) at the peak of impulsive hard X-rays (i.e., maximum dectric field 
strength). In the three examined disk flares, the Ca XIX profile exhibited a blue- 
asymmetry that could be represented by a weaker secondary emission component 
at blueshiK velocities of 300-400 km s -1. The velocity of the blueshifted component 
increased during the rise phase and decreased after the peak of HXR emission. The 
decrease in blueshift velocity coincided with the switching of the HXR spectrum 
from a double to a single power-law. 

The observed temporal association between the HXR spectral shape and the 
Ca XIX nonthermal broadening and blueshift is a new result that implicates dectrie 
fields as both an energy transport mechanism and as a driver of soft X-ray plasma 
motions. In particular, the decrease in blueshift velocity after the peak of impulsive 
hard X-rays is consistent with a reduction in the strength of the electric field that 
is responsible for accelerating soft X-ray ions upwards. 

The thick-target and thermal calculations indicate that soft X-ray nonthermal 
broadening can be attributed to the line-of-sight superposition of doppler-shifted 
profiles that are intrinsically thermally broadened. Consequently, these models pre- 
dict that Ca XIX blueshift and nonthermal broadening velocities ought to be corre- 
lated temporally. The observation that Ca XIX blueshifts tend to persist longer than 
nonthermal broadening conflicts with this prediction. However, in the electric-field 
model, the observed difference in temporal behaviors is a natural consequence of the 
ditTcrcnce in acceleration length scales in the parallel and perpendicular directions 
to the magnetic field. 



102 

5 Summary  

There have been very few detections of a dominant blueshifted soft X-ray com- 
ponent during the flare impulsive phase. A blueshifted Ca XIX component that 
was comparable in intensity to the stationary component was observed by SMM 
on 1980 May 21 (Antonucci et al. 1985). Similarly, an event observed by P78-1 on 
1980 November 7 showed blueshifted Ca XIX (and Fe XXV) emission at flare onset 
with an intensity equal to the stationary component (Karpen, Doschek, and Seely 
1986). Even more remarkable was an event observed by Hinotori on 1982 June 6 
that showed blueshifted and redshifted'Fe XXV components with equal strengths 
(Tanaka and Zirin 1985). However, these cases appear to be exceptions to the general 
result that the majority of disk flares show a strong pervasive stationary component 
and a weaker blueshifted component during the impulsive phase (McClements and 
Alexander 1989). 

Of the three cited transport models, the electric-fleld acceleration model comes 
closest to explaining (at least, qualitatively) the difference in intensities of blueshifted 
and stationary soft X-ray components during the impulsive phase. In addition, the 
model is able to account for the observed difference in temporal behaviors between 
the Ca XIX nonthermal broadening and blueshift velocities relative to hard X-rays. 
A present drawback of the electric-field model is that its supporting numerical simu- 
lations have been performed assuming a small length scale that is of the order of the 
Debye length. The latter length is .-~ 10 -5 smaller than actual loop lengths. Hence, 
the model has yet to mature quantitatively to the point of producing absolute flux 
profiles that can be compared directly with observations. 

The thermal and thick-target models are capable of predicting Ca XIX spectra 
that can be tested quantitatively with observation. In fact, temporal integration of 
the computed Ca XIX profiles from both of these energy transport models produces 
blue-asymmetric Ca XIX profiles that are very similar in shape, width, and absolute 
intensity to observed profiles (cf. figure 8; Li, Emslie. and Mariska 1989). Such 
agreement is expected on hydrodynamic timescales - the time required for supersonic 
plasma to travel from the chromosphere to the loop apex. For a typical loop length 
of 109 cm and an upflow speed of ~ 300 km s -1, the hydrodynamic fimescale is 
approximately 3Os. On this fimescale, the loop fills with hot plasma that becomes 
approximately static and emits a strong stationary Ca XIX component. Morever, as 
evaporation increases the pressure in the coronal loop, the pressure gradient driving 
the upflow reduces and the intensity of blueshifted Ca XIX emission diminishes 
relative to that of the stationary component. 

However, on timescales shorter than the hydrodynamic time, the thick-target 
and thermal models predict blueshifted Ca XIX components whose intensities are 
generally greater than observed. It has been suggested that two-dimensional trans- 
port effects, such as would arise in a converging field geometry, may help resolve 
this problem. (Alexander 1990). In this scenario, the intensity of blueshifted Ca XIX 
emission can be reduced (relative to the uniform field case) by limiting the emission 
to flux tubes that have a narrower cross-sectional area (~ 1017 cm 2) at  the chromo- 
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spheric footpoints than in the corona. Independent evidence for such small chromo- 
spheric areas has come from EUV (McClymont and Canfield 1986) and Ha redshift 
(Zarro and Canfield 1989) observations. A converging magnetic field has the addi- 
tional effect of limiting the number flux of energetic electrons into the chromosphere 
via mirroring processes (LaRosa and Emslie 1988). Consequently, the blueshifted 
emission can be attenuated further due to the reduced energy deposition in the 
chromosphere. The dynamical consequences of thick-target energy transport in a 
converging field geometry are currently under investigation. (Mariska and Emslie, 
priv. comm.). 

In conclusion, more theoretical and numerical work is required before the claim 
can be made that any of the three cited transport mechanisms are capable of ex- 
plaining the observed doppler behavior of Ca XIX during the impulsive phase. Al- 
ternative transport mechanisms such as the electric-field acceleration model need to 
be explored further and developed to the point of predicting observable line fluxes. 
Alternative loop geometries such as a converging field structure or multi-loop ar- 
cades should also be considered. On the observational side, there is a pressing need 
for greater sensitivity at flare onset than that provided by soft X-ray spectrometers 
on P78-1, SMM, and Hinotori. In particular, by the time soft X-ray emission was 
detected by these instruments, the plasma temperature already exceeded 107 K. 
Hence, the important time during the initial heating phase was missed (Doschek 
1990). With a factor of 5-10 greater sensitivity relative to the SMM BCS, the Bragg 
Crystal Spectrometer on the recently launched Yohkoh satellite will permit improved 
observations of Ca XIX (together with S XV and Fe XXV) during this critical phase. 
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FLUID FLOW IN A JET AND THE CA XIX LINE PROFILES 

OBSERVED DURING SOLAR FLARES 

P. L. Bornmann 

NOAA Space Environment Laboratory, Boulder, CO, USA 

and 

J. R. Lemen 

Lockheed Palo Alto Research Laboratory, Palo Alto, CA, USA 

Two types of fluid models were considered as methods for reproducing the blueshifts 

and line broadening observed in soft x-ray lines during the rise of solar flares. The fluid models 

representing the laminar flow of material in a jet and through a pipe were used to derive the 

velocity at each location in the flow. These velocities were then converted to velocity 

distributions and convolved with a thermal Maxwellian distribution to produce theoretical 

line profiles. The resulting theoretical profiles were then compared with Ca XIX line profiles 

observed by SMM's Bent Crystal Spectrometer during the 1980 May 21 flare. Reasonable 

agreement was found for the jet model, while the  pipe model was less successful at 

reproducing the observed line profiles. 

The optimal values for the free parameters in the jet model were within the ranges 

expected for solar flare conditions. The jet was much smaller than typical flare volumes 

estimated from spatial images, but the resultingdensities were consistent with the upper limit 

of densities derived using density-sensitive line ratios. This supports previous reports of small 

filling factors and is interpreted as evidence for a chromospheric origin for the flow. 

Extrapolating back in time indicates that the jet started during the time of the hard x-ray burst. 

Stability analysis indicates that, although the laminar jet can reproduce the observations, 

instabilities may cause the flow to become turbulent and that this laminar treatment is not 

strictly valid. In conclusion, although the observed line profiles can be explained with 

multiple blueshifted gaussians, results from the present work suggest that the continuous 

velocity distribution within a jet is a viable alternative. 

This paper has been accepted for publication in the Astrophysical Journal and the 
initial results were reported in Bornmann (1990, Proceedings of the Max'91 Conference//3, 
88-94). 
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S u m m a r y  

The impulsive phase of flares is an observational concept, characterized by spiky emis- 
sions from v-rays to radio waves. It is generally agreed that during this time a large 
fraction of the original flare energy resides in energetic particles which are manifested in 
these emissions. Here we concentrate on recent decimeter and microwave observations 
that indicate a high level of fragmentation of this energy release when related to hard 
X-ray (HXR) flux. Recent attempts to characterize the flare and the distribution of the 
radio bursts in time and frequency by statistical methods are also reviewed. 

I. Introduct ion 

The impulsive phase of flares is usually defined as the time of enhanced, peaky hard 
X-ray emission. Many other emissions also occur and only occur in this phase including 
v-ray nuclear lines produced by impinging protons, chromospheric and transition region 
atomic lines excited by energetic electrons, and millimeter to kilometer radio bursts. 
The impulsive phase thus is characterized by a multitude of manifestations of energetic 
particles, in particular electrons of 20-100 keV. It has been estimated (Duijveman et 
al. 1982) that at least 20% of the energy that is released in this phase first shows in 
fast electrons. Energy may also be converted before (pre-fiare) and after (eruptive phe- 
nomena, CME) the impulsive phase. Nevertheless, it is energetically a clearly distinct, 
extremely rapid, and important phase. 

2. Coherent Microwave Emissions 

Flare emissions in the microwave region (> 1 GHz) have traditionally been attributed 
to synchrotron emission of mildly relativistic electrons (below referred to as 'gyrosyn- 
chrotron' radiation). However, since the 1960's observers have insisted that fast drifting 
bursts exist even in the centimeter range (> 3 GHz, e.g. Kundu 1965). In meter 
waves (< 0.3 GHz) narrowband emissions rapidly drifting through the spectrum are 
called 'type III bursts' and, in agreement with interplanetary in situ measurements, 



107 

are attributed to the leading front of electron beams. The emission process is a two- 
step mechanism: The beam excites electrostatic plasma waves which scatter into radio 
waves. Both processes are induced processes (often called coherent because many par- 
ticles emit in phase). The relation between beam parameters and radio intensity is very 
complicated, non-linear and still mostly unknown. 

The field of coherent microwave emission has developed slowly because the classical 
radio spectrographs registering the analog signal on film were not as successful as in the 
meter range for three reasons: (1) The quiet sun, the slowly varying component and the 
flare associated synchrotron emission are orders of magnitude stronger in the microwaves 
and form a strong, variable background. (2) The bursts are generally shorter, and the 
relative bandwidth (Av/v) is smaller. (3) The total free-free absorption of radiation 
emitted near the plasma level (where v ~ vp, the source plasma frequency ) increases 
with v2. 

Single frequency measurements have given glimpses on interesting structures, in 
particular on short duration bursts. Spikes of a few tens of milliseconds have been 
found (DrSge 1976, Slottje 1978) that were later shown to be high frequency extensions 
of the narrowband spikes previously observed in decimeter waves (Elgar¢y 1961, Dr6ge 
and Pdemann 1961 and many others, cf. review by Benz 1986). 

In the last decade digital techniques have revolutionized the field. Coherent emis- 
sions have been reliably identified opening up a new channel of information from active 
regions of the sun where the flare energy is expected to be released (densities of 109 -1012 
cm -3, as deduced from soft X-ray observations, e.g. Strong et al. 1984). Here we con- 
centrate on the two most important types of coherent emission: Type III bursts and 
narrowband spikes. 

2.1. Type  III Bursts 

Groups of short, relatively broadband and fast drifting bursts (Au/v ;~ 0.1) have been 
found in the decimeter region since the first (analog) spectrograph was put into operation 
(Young et al. 1961). Some of them - -  characterized by an irregular distribution of the 
single bursts in time and frequency - -  have been shown to have the same properties as 
metric type III bursts scaled to the higher frequency range of 0.3 - 1 GHz (drift rate, 
decay time, polarization, emission mode) except their small total bandwidth (Benz 
et al. 1983). Therefore, they have been interpreted as electron beams causing plasma 
emission. The total bandwidth is then related to the magnetic field geometry and reflects 
its smaller scales in the lower corona. St~hli and Benz (1987) have done a similar work 
at 3.5 GHz and Benz et al. (1992) in the 6 - 9 GHz range. These radiations thus are 
signatures of electron beams propagating in plasmas with densities varying from 109 to 
2.1011 cm -3 (assuming emission at the second harmonic of the plasma frequency). 

Above 3 GHz most of the type III bursts drift to higher frequency, indicating that 
the electron beams propagated downward. Below roughly 1 GHz most type III bursts 
drift upwards (Benz et al. 1982). The corresponding densities (1011 cm -3 for 3 GHz, 
resp. 101° cm -3 for 1 GHz) are within the expected range of primary energy release. 
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2.2 N a r r o w b a n d  Spikes 

Narrowband spikes received attention in the late 1970's when they were also discovered 
in the microwaves and gave conclusive evidence (by their narrow bandwidth and high 
brightness temperature) for coherent emission in that frequency range. In the mean 
time they have become interesting for other reasons: (1) They correlate with hard X- 
rays of the flare. (2) They occur exclusively in the frequency range 0.3 - ~ 8 GHz. If 
converted to density by the assumption that v ~ up, the range is about 109 - 1012 cm -3 
and comparable with the density at the p ~ a r y  flare energy release. 

Spikes have typical bandwidths (FWHP) of 1 - 2 %  . They are generally more 
polarized and (except the very low frequency ones) in the opposite sense than the 
associated metric type III bursts of the Same flare. Their decay time is an order of 
magnitude smaller than for type III bursts at the same frequency and of the order of 
the thermal collision time (Giidel and Benz 1990). Harmonics in narrowband spikes are 
not at the frequency ratio of 1:2, but include higher numbers like 5:6 etc. (G~idel 1990). 

The above properties of narrowband spikes strongly indicate a different emission 
mechanism than type III bursts. The high harmonics suggest gyroresonance interactigns 
of energetic electrons with waves propagating at some finite angle to the magnetic 
field. The details of the emission remain unclear. Earlier maser theories based on the 
fundamental or second harmonic of the gyrofrequency cannot explain the observations. 

We point out that narrowband spikes are less frequent than type III bursts. Spikes 
are usually associated with metric type II ! bursts, but the inverse is true only in about 
10% of all cases (Benz et al. 1982). However, the above result was derived from ob- 
servations with limited sensitivity (analog film recordings) and limited frequency range 
(< 1 GHz). In a majority of cases the type III bursts are far more intense than spikes. 

3. H a r d  X - R a y s  

When hard X-ray emission is compared to coherent radio bursts, the different physics 
of the two emissions must be taken into account. The hard X-ray flux is proportional to 
the total energy dumped into energetic electrons (except for changes in efficiency, e.g. 
the few particles that escape into interplanetary space). This is not the case for coherent 
emissions like type III bursts or narrowband spikes, which are non-linear processes driven 
by anisotropic distributions in velocity space. Thus the coherent microwave radiation is 
a measure of gradients in velocity distributions of non-thermal particles and not of their 
energy. It is very sensitive to changes in the particle distribution caused for example 
by multiple injections. The minimum energy to produce a radio burst can be estimated 
from the total radiated energy and some approximate conversion factor, and it can be 
as small as 10 -9 of the energy released in flares. An upper limit can only be derived 
from associated incoherent emissions such as hard X-rays and may be identical to their 
driving energy. 
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3.1. Corre lat ion  o f  H X R  and T y p e  III  Burs ts  

Type III bursts indicate the passage of the front of an electron beam through the corona. 
Since the rest of the beam does not produce type III radiation, it is not surprising 
that type III flux generally does not well correlate in time with the hard X-ray flux. 
Nevertheless, occasional peak-to-peak associations have been reported (Kane 1972, Kane 
et al. 1982, Dennis et al. 1984, lZaoult et al. 1985, Savant et al. 1990). 

In general, there are many more type III bursts than hard X-ray spikes. Aschwan- 
den et al. (1990) have compared the rate of type III bursts with the hard X-ray count 
rate. In this way, each radio burst is reduced to a symbol for one process (the front of 
an electron beam). Surprisingly, this rate correlates well with hard X-rays (Figure 1). 
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Figure  1: Correlation plot of the number of decimetric type III bursts to the HXR 
counts per time interval during the main phase of the flare. The regression line is for 
4000 HXR counts per type III burst (from Aschwanden et at. 1990). 

Figure 1 suggests that each type III burst is related to a similar number of HXR 
photons and thus to a similar release of energetic electrons. The correlation coefficient 
of 0.77 excludes any correlation by chauce. The most plausible explanation is that the 
flare energy is released in hundreds of events of similar size. Using the thick target 
assumption and the value of the regression line of Figure 1, these fragments of energy 
are about 2.1028 erg. 

Each fragment seems to be, however, a complex event, since 80% of the type III 
bursts shown in Figure 1 were caused by beams going towards lower density, i.e. up- 
wards. On the other hand, the HXR emission is generally believed to be caused by 
downgoing beams. In the early flare phase :the energy per fragment was lower (or the 
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radio burst count more sensitive), and in the HXR decay phase no type III bursts oc- 
curred. A microflare 16 minutes earlier had an energy per type III burst of only 1024 
erg. 

3.2. Cor re l a t ion  of  H X R  wi th  N a r r o w b a n d  Spikes 

The correlation between spikes and hard X-rays can be very close and improves when 
the spike rate is used (and not the spike flux, Benz and Kane 1986). Gfidel et al. (1991) 
have shown that practically all narrowband spike clusters are associated with enhanced 
hard X-ray emission. "The duration of the spike activity is linearly correlated with the 
associated HXR peak. A correlation coefficient of 0.78 for 84 events corresponds to a 
confidence level of > 99.9% . It demonstrates that the two emissions are physically 
related. 

The correlation of spikes with hard X-rays tends to be better than that of the type 
III bursts. Out of 84 spike events (groups) 40 had unambiguous HXR correlation, and 
only 18 had better HXR correlation with type III. Figure 2 shows an example of the 26 
cases with about equally good correlations between the three emissions. 
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Figure  2 Radio flux (top) for several channels (frequency in MHz given at left) versus 
time, and hard X-ray counts for comparison. Type III and spikes (frames # 87, # 88, 
and # 89) are indicated (from Gfidel et al. 1991). 



111 

~o 
tO 

2000 
' l ' ' ' ' " i . . . . .  i . . . . .  I . . . . .  

HXR rate/splkes rate =12.00 counts/spike) 
BOX= 2.0 

15oo s , o =  4 - 

o u . :  2 , 7 ,  
~ / / ~  . , ~ , ~ " ~ , .  ~, OFR: 26o MHz 
"////////2/4~ ._al~?'///~. 5~... l u s = 4 8 , 4  sp]ke~ lOOO 

5 0 o ~ . . . . .  ///1//, 

0 , , , I , , , , , I , , , , , I , , , , ,, 

14:34:00 14:85:00 14:26:00 14:37:00 14:38:00 
I.IT 

Figure  3: Correlation of spike rate (shaded) with hard X-ray count rate, A total of 
4844 spikes have been counted with a maximum rate of 49 spikes/s (from Aschwanden 
and Guedel, 1992). 

A detailed analysis of spike-HXR correlation was recently made by Aschwanden 
and Giidel (1992). They find close correlation between spike rate and hard X-rays in 22% 
of all cases, and intermittent correlation in 52% of the cases. The ratio of SMM HXRBS 
counts to narrowband spikes was found to be between 0.1 and 10, corresponding to an 
electron beam of 1024 - 1025 erg hitting a thick target. In Figure 3 an uncorrelated HXR 
background was subtracted to find a constant ratio. Surprisingly, there is all apparent 
delay of the spike rate in relation to the associated HXR peak. Other events showed 
the spikes delayed between 0 and 8 seconds. The delay tends to increase with higher 
HXR flux. The delay has been suggested to be caused by an increase in efficiency of 
radio spike production in the course of a flare (Aschwanden mad Giidel , 1992). Possible 
parameters that may control the radio flux are the number of trapped particles, the 
ambient temperature etc. Tile situation is not very different from the interpretation of 
the delay between I-IXR and SXR. 

4. Flare Fragmentation 

The idealized assumption of a compact flare energy release in a single loop, com- 
monly simplified to a delta function in space and time, stands in striking contrast 
to the multi-fragmented fine structures of flare-associated radio emission observed at 
decimetric mad microwave wavelengths, and ignores theoretical requirements of beam 
electrodynamics mad current filamentation. Recent models of flare energy release take 
into account the microstructure of the flaring corona, conveying the picture of a 'sta- 
tistical flare' as a collective .process of many micro-energy releases, characterizing the 
primary energy release as a 'fragmentation process', or describing the self-organization 
of the energy release process in terms of critical states and 'avalanche catastrophes', as 
known in non-linear, chaotic systems. 
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4.1. Observa t iona l  a r g u m e n t s  

Observational resolution of the complex spatial structure of the energy release region is 
still insufficient. Some support is given by the verification of multiply interacting loops 
during the flare energy release (Machado et al., 1988a,b), but the detection of individual 
reconnection events requires substantially higher sensitivity and spatial resolution in 
HXR and SXR imaging devices. The search for fast time structures in hard X-ray and 
gamma ray emission in solar flares does not reveal a richness of fine structures. In a 
search through 2380 flares observed by the Hard X-Ray Burst Spectrometer (HXRBS) 
on the Solar Maximum Mission (SMM), fast time structures (of less than 1 s) were only 
found in ~ 10% of the flares (Kiplinger et al., 1983). However, fast time structures 
in energetic flare emission can be obscured by the high cadence of particle injections, 
spatial dispersion effects of particle propagation, the finite energy loss time, and by 
instrumental sensitivity. 

A completely different picture arises from flare-associated radio observations. The 
flare association rate and richness of burst clusters dramatically increases in the lower 
corona at electron densities ( ~ 109 cm -3) typical for flaring regions. A total of 754 
type III bursts was counted in the decimetric frequency range, (~  200 - 400 MHz, Fig. 
1) during the main phase of the 1980 June 27 flare (Aschwanden et al., 1990), while the 
simultaneously recorded hard X-ray count rate shows only about 13 significant peaks 
(measured with the sensitive balloon-borne 300 cm 2 phoswich HXR detector of the 
Univ.of Berkeley). The number and rate of electron beams causing decimetric type III 
bursts is believed to be a measure of individual acceleration processes, and thus a tracer 
of the microstructure of the flare energy release region. This is indirectly confirmed by 
the correlation of the radio burst rate with the flux of hard X-ray emission. 

Other tracers of electron acceleration in the solar corona suggest fragmentation at 
even smaller scales. It is conceivable, that the observed clusters of decimetric millisecond 
spikes (with up to 104 elements) encompass the total topology of flare energy release 
region, where the spiky structure in frequency and time may reflect the microstructure 
in space and time. Benz (1985) suggested that the fragmentation of radio emission may 
be the result of a discontinuous energy release (beam, current, etc.) with the following 
properties: (i) The large scatter of spike frequencies suggests numerous microflares at 
many different sites, (ii) each microflare may produce a radio spike in a small volume 
of ~ 200 km, and (iii) a microflare has a typical energy of 102e ergs. 

4.2. Theoretical arguments 

The picture of a highly fragmented acceleration source, which implies that solar 
flares are a consequence of many very small reconnection events, was already suggested 
by Sturrock et al. (1984), in accordance with theoretical concepts of current sheet 
formation (e.g. review by Parker 1989), current filamentation of runaway electrons 
(Holman 1985, Holman, Kundu and Kane 1989), and was demonstrated by particle- 
in-ceU simulations (Winglee, Pritchett and Dulk 1988). Specific models for fragmented 
energy release in flares have been developed by studying coalescence and microscopic 
(kinetic) current-driven instabilities as a consequence of the tearing-mode instability 
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(Kliem 1990). Other scenarios employ multiple shocks forming a large number of dis- 
continuities moving randomly in a flaring corona (Anastasiadis and Vlahos 1991). Benz 
and Smith (1987) proposed stochastic acceleration by lower hybrid waves as an appro- 
priate acceleration mechanism producing the observed fragmentation features. 

There is increasing evidence that a flare might consist of many small localized en- 
ergy releases in a highly structured, fibrous corona, probably substantially smaller than 
the 'elementary flare bursts' postulated by de Jager and de Jonge (1978). There is also 
the question whether these 'elementary flare bursts' have a relation to the 'microflares' 
discovered by Lin et al. (1984), or to the 'nanoflares' postulated by Parker (1988), or 
generally to the process of coronal heating (Hudson 1991). The collective process of 
numerous microflares may not be simply a linear superposition of many independent 
microflares, because the close spatial location of these micro-energy releases implies 
mutual interactions, leading to non-linear dynamics of the postulated 'statistical flare' 
phenomenon. 

The size distribution of solar flares follows a power law with an index of ~ -1.8 
over 5 orders of magnitude (Dennis 1985), which has been interpreted as a proper~y of 
the active corona being in a scale-invariant critical state of a self-organizing, dynamical 
system (Lu and Hamilton 1991). The physical picture was drawn, that a solar flare 
might consist of avalanches of many small reconnection events, analogous to avalanches 
of sand grains in the models of Bak, Tang and Wiesenfeld (1987; 1988). The size of a 
flare is then given by the number of elementary recormection events. Theoretical studies 
and simulations of such collective phenomena governed by a critical, meta-stable state 
in three-dimensional systems are underway to model the dynamics of "statistical flares" 
(Lu 1991). 

The hidden order of seemingly irregular events can be investigated by statistical 
methods. One of them i~s the derivation of the fractal dimension and Lyapunov exponent 
of time series (Grassberger and Procaccia 1983). It can reveal whether the flaring is 
controlled by a few free variables or by stochastically firing independent regions. Since 
spikes or type III bursts can only originate from the same region if they occur at the same 
frequency, we can narrow down the question to the following: Do the spikes observed at 
one frequency originate from the same source emitting chaotic but deterministic pulses, 
or is each spike the result of a stochastic trigger of this source or a spatially stochastic 
distribution of sources, some of them having the same plasma parameters and emission 
frequency? Isliker (1992) has found that low fractal dimensions exist in spike clusters 
only for short periods. It suggests that at a given frequency one usually observes several 
sources, each emitting irregular pulses. 

5. Conclus ions  

Flares seem to be fragmented on various levels characterized by different time 
scales: (i) HXR and synchrotron peaks with about 1 s, (ii) decimetric type III bursts 
(0.1 s), and (iii) narrowband spikes (0.001 s). The event rate of type III and spikes often 
correlate well, implying that the number of hard X-ray fluence per event is approximately 
constant during a flare. This surprising result suggests that the impulsive phase of a 
flare comprises hundreds or thousands of sub-events of similar size. 
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More statistical studies, particularly on the type I I I -  HXR correlation, are needed. 
Very little is known about fragmentation in space. High time resolution HXR observa- 
tions and spatially resolved decimetric and microwave type III and spike bursts would 
be interesting to compare. The spatial correlation of the coherent and HXR impulsive 
emissions is the ultimate goal. 
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Abstract:  We have studied SMM Hard X-ray Imaging Spectrometer (HXIS) and Ultraviolet 
Spectrometer and Polarimeter (UVSP) observations of a flare on April 10, 1980, where both 
instruments simultaneously imaged a hard X-ray footpoint area. The UVSP recorded the emis- 
sion in the NV line at 1238.8 A, with a spatial resolution of 3" and a temporal resolution of 
10 seconds. While the overall footpoint area as seen in the hard X-ray images (16-30 keV) is 
of the order of two HXIS (8") 2 pixels (6 × 1017 cm2), the UV observations show evidence of 
smaller scale structure (~ 5 x 101s cm 2) for individual peaks throughout the duration of the 
hard X-ray burst. The ultraviolet peaks are also characterized by redshifts in the line, which 
is formed at the 105 K level within the transition region. 

Comparing our results with predictions by theoretical models, that compute the hydro- 
dynamic response of the flare atmosphere to heating by non-thermal electron beams [1, 
2], we find that: 

a) The results are consistent with Fisher et al. 's  assertion that the lower transition 
zone reaches, during individual peaks, a quasi-steady balance between conduction and 
radiation. Neglect of conduction effects leads to predicted NV intensities over one order 
of magnitude larger than observed. 

b) If the observed spatial structure is interpreted as evidence of "elementary" pre- 
cipitation areas, the electron energy flux in each of these is F(20 keV) < 5 × 10 l° erg 
c m - 2  s - l .  

c) There is considerable preheating in the flare region prior to the impulsive phase. 
Using a series of steady state models, we find that the transition zone pressure reaches 
values close to 102 dyn cm -2 in some of the brightest preburst areas. The mass column 
density at the transition z o n e  is thus increased from its preflare value of 10 -5 g cm -2 
to  > 10 - 4  g c m  -2 .  

d) This increase in mass column, usually neglected in theoretical calculations, leads 
to a decrease in the predicted hard X-ray yield (16 - 30 keV) at the footpoints, due to 
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increased particle stopping along the flare loops, in agreement with analyses of combined 
HXIS and Hard X-ray Burst Spectrometer (HXRBS) observations [3]. 
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WHITE-LIGHT FLARES 
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Abstract  

The observed good temporal correlation between white-light flares and hard X-ray 
bursts suggests that energetic electrons could be the cause of white-light flare emission. 
However, even if sufficient energy can he deposited in the chromosphere by electron 
bombardment, direct collisional heating of the photosphere requires too high a flux 
of electrons of a few hundred keV and does not appear plausible. We show that non- 
thermal effects increase the opacity of the upper photosphere and temperature minimum 
region. Then these regions are consequently radiatively heated both by the beam- 
produced flare chromospheric emission and by the quiet photospheric emission. As 
a consequence, a temporary decrease of the continuum intensity ( negative flare ) is 
expected. After less than 20 seconds, the radiative heating of the upper photosphere 
and temperature minimum region produces a white-llght flare. 

1. I n t r o d u c t i o n  

White-light flare spectra show that they could originate from both the chromosphere 
and the photosphere. In many published data the Balmer discontinuity is present. 
However, white-light flares ( WLF ) without a Balmer discontinuity do exist, and they 
have been interpreted as due to photospheric H-  emission. The energy required from 
an energetic particle to reach the photosphere is significantly high. Therefore, contrary 
to chromospheric flares that can be easily interpreted as resulting from an energy input 
from the corona, white-light flares rise the problem of their origin since they imply some 
photospheric heating. 

Hudson (!972) suggested a link between WLF and atmospheric bombardment by 
beams of protons or electrons. In order to penetrate deeply in the atmosphere, protons 
must have an  energy above 100 MeV and will produce the emission of 7-ray lines. 
However, many of the observed WLF are not accompagnied by 7-ray emission. Direct 
collisional heating of the photosphere by electron bombardment requires too high a flux 
of electrons of a few hundred keV and does not appear plausible. Therefore none of 
these mechanism seems to be able to explain WLF. 

However, simultaneous observations of hard X-ray and white-light emission show 
a very good time correlation of their impulsive phases. We showed ( Aboudarham and 
H6noux 1986, 1987 ) that non-thermal effects permit electron beams to indirectly heat 
the photosphere by radiation, by increasing the opacity of the temperature minimum 
region. This opacity enhancement could lead first to a decrease of the intensity called 
"negative flare" and ultimately, once the photosphere has been heated, to a white-light 
flare. 

The causes of the chromospheric and photospheric contributions to the white-light 
emission are considered respectively in Sections 2 and 3. The relative variation of 
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intensity resulting from the bombardment of the atmosphere by beams of electrons 
(transient negative flares and white-light flares ) is estimated in Section 4. 

2. Ch romosphe r i c  whi te - l igh t  emission 
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Figure.1 : Column mass dependence of the hydrogen Paschen continuum radiative 
losses ffp. Full line : model F2 (Machado et al. 1980) without any non-thermal 

collisional excitation and ionization. Dashed line : non-thermal processes included 
for a beam with an initial total energy flux ~'20 above 20 keV of 1012 erg cm -2 s -1. 

The non-thermal effects of the electrons of a beam have been ignored in most flare 
models. However, in an atmosphere with a low degree of ionisation degree, most of 
the energy lost by the electrons goes into conisional ionization and excitation of neutral 
hydrogen and the non-thermal excitation rates to levels 2 and 3 C ~  and C~ t and 
the ionization rate C1~ are related to the rate of energy deposit due to collisions with 
hydrogen dEH/dt by : 

I0 z° dEH = 1 '~/-y.~t C~ t = 0.2 Cl~c t. C1" ~ _~ 2.05 , C1~ . . . .  lc, 

The computation of the non-thermal excitation and ionization rates requires to 
determine the total amount of beam energy dissipated per unit volume. This was done 
taking into account the transfer of energy of the electrons in the solar atmosphere ( 
Brown 1972, Emslie 1978, Chambe and Hgnoux 1979 ). The non-thermal excitation 
and ionization coefficients were included in the statistical equilibrium equations that 
give the population of the three first levels of hydrogen ( the fourth level was considered 
to be in LTE ). The transfer equations were solved for the Lyman a, Lyman fl and 
Balmer a lines and for the Lyman, Balmer, Paschen and Brackett continua. In the 
low chromosphere and below, where the temperature is less than 104 K, the non-termal 
excitation and ionization rates exceed the thermal rates. Consequently the ionization 
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degree is increased and the radiative losses of the chromosphere in the hydrogen recom- 
bination continua are enhanced by orders of magnitude above the values corresponding 
to thermal processes alone. Figure 1 shows the significant increase of the Paschen con- 
t inuum emission in the case of atmospheric bombardment by a beam with an initial 
total  energy flux ~'20 above 20 keV of 1012 erg cm -2 s -1. 
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Figure 2 : Column mass dependence of A ~F2,c(m), difference between the radiative 
losses of models F2 and C ( Vernazza et al. 1976 ). Full line : non-thermal processes not 

included. Dotted line : non-thermal processes included (~-20 = 1012erg cm-2s-1) .  

3. Photospheric  Contribut ion to the White-Light  Emission 

In the absence of any collisional energy deposit due to particle bombardment,  ra- 
diation evacuates the amount of energy deposited by any other source of energy in the 
atmosphere. In the temperature minimum region ( TMR ) and below, the main con- 
tributor to the energy losses is H - .  In the TMR and upper photosphere, non-thermal 
collisional ionization by an electron beam enhances significantly the degree of ionization 
( Aboudarham and tt~noux, 1987 ). In these layers the main contributor to the opac- 
i ty is H - .  Since the H -  absorption coefficient is proportional to the electron number 
density he, the opacity will be increased by an electron bombardment.  
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One dimensional models of the TMR and upper photosphere indicate that H -  heats 
radiatively, rather than cools, the atmosphere ( Avrett, 1980 ). As shown in Figure 2, an 
electron beam ( with total energy flux .T20 above 20 keV of 1012 erg cm -2 s -1 and power 
index ~=4) leads to a significant enhancement of the atmospheric radiative heating. 

The temperature increase resulting from the radiative heating is not instantaneoous. 
At first, as discussed in Section 4.2, the opacity enhancement will reduce the net intensity 
by shifting downwards the level of optical depth unity. Later on, energy balance will be 
reached by an increase of the temperature and the white light emission will rise. This 
last effect is enhanced by the joint rise of the chromospheric Paschen continuum. 

4. Nega t i ve  and  W h l t e - L i g h t  F la res  

4.1 White-Light Flares 

Energy balance in the TMR and upper photosphere is obtained for a temperature 
increase as high as 240 K at a column mass ra = 2 g c m  -2 for )r20 = 1012 erg cm -2 s -1 
and ~ = 4. Using the Machado et al (1980) F2 flare model, modified in order to take 
into account this temperature increase, we computed the contrast Cx for various values 
of the initial energy flux ~'20 in the beam. Due to the dominance of the non-thermal 
processes, the uncertainty on the chromospheric temperature distribution does no affect 
the results. 
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Figure 3 : Wavelength dependence of the contrast C~, at an heliographic angle 0 = 530 
( ~'20 = 1012erg cm-2s -1 , ~ = 4 ). Crosses : data from observations 

made during the 24 April, 1981 flare ( Neidig, 1983 ). 

Figure 3 shows the resulting wavelength dependence of the contrast defined as 
Cx = (I v - I~S ) / I~  s , where IQ~ s and I v are respectively the quiet-Sun intensity 
computed for atmospheric model C (Vernazza et al. 1976) and the intensity computed 
as described previously for a flaring atmosphere. The computation was done for an 
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heliocentric angle 0 = 53 ° in order to compare with observations of Neidig (1983, 1988). 
The contrast calculated for a beam of electrons (6 = 4, ~'20 = 1012 erg cm -~ s -1) is 
within a factor 2 close to the observed one. A better agreement could be achieved by 
changing the parameters defining the beam (mainly by decreasing the power index to 
3). This was not done since a more significant test would require to know both the 
observed white-light and hard X-ray flare spectra. However, we can state that  when 
non-thermal effects are taken into account, the computed white-light intensities are close 
to the values derived from spectroscopic observations. 

~.~ Negative Flares 

We have seen that  non-thermal ionization of hydrogen leads to two effects, i.e. i) 
above the TMR the radiative losses increase ii) in the TMR and in the upper photo- 
sphere, the radiative losses decrease until higher temperatures are set up. These two 
effects influence the radiative flux emergent at the top of the atmosphere in opposite 
senses and the nett  observed variation of intensity depends on which of them dominates 
at any wavelength, position and time. This is illustrated by Figure 4 taken from H~noux 
et al. (1990) ( see also Aboudarham et al. 1990 ) that  shows the wavelength dependence 
of the observed contrast at disk center for bombardment by electron beams carrying an 
initial energy that  ranges from 101° to 1012 erg cm -2 s -1. The maximum energy flux 
produces a negative contrast of - 5 %  at a wavelength of 500 nm. 

, 

Contrast (%) 
3O 

r ~ 

20 
J 

I 

f 
i 

i 

t 

10 

,, 

5 
i 
i 
i 

0 ...... ; . . . . .  

7 

¢ 

-10 ./, . - ' "  . -  . . . .  L . . . . . . . . . . . . . . . . . .  
/ "  

~"" Wavelength (rim) 

1& 2dDo 

Figure 4 : Wavelength dependence of the contrast Cx for a bombardment of the quiet- 
Sun atmosphere by an electron beam (~r20 = 1012erg cm-2s -1, g = 4) and before the 

the photosphere reaches energy balance. Full line : 0 = 0°; dashed line : 0 = 78 °. 
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Negative flares are transient phenomena. Heating of the bombarded atmosphere 
reduces the magnitude of the negative contrast, which at the end becomes positive. The 
duration Ar  of a negative flare depends on the wavelength and on the heliocentric angle. 
As observed at 2.2 #m in some dM and dMe stars, the intensity of a radiation coming 
from below the heated regions may be reduced during the total flare duration. To the 
contrary, radiation coming from chromospheric layers may not be reduced at all (At  = 
0). The duration of a negative flare observed in a radiation coming from the TMR an 
upper photosphere is Ar  -- 3KnH/(2dE/dt) and it is found to be close to 15-20 s for 
.~20:---I012 erg c m  - 2  s - 1  and 6=4. 

5. Conclusion 

Due to non-thermal excitation and ionization processes, an electron bombardment 
of the solar atmosphere can produce a white-light flare. Chromospheric recombination 
emission, and an increase emission from a radiatively heated TMR and upper photo- 
sphere, would contribute both to the white-light emission. This does not rule out the 
possibility of producing white-light flares by a bombardment by protons. 

Electron bombardment could also produce a transitory decrease of the intensity 
called negative flare. Negative flares have been observed in dM and dMe stars. They 
have not yet been detected on the Sun. The most appropriate wavelength to look for 
negative flares as a sign of non-thermal ionization processes is in the infra-red, near 2 
~um. 
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A b s t r a c t  

"Post"-flare loops or cool flare loops (CFL) when observed in the Ha line are 
magnetic structures within an active region which are clearly a fundamental part of 
the flare itself and not an external phenomenon or a consequence of flares. After a 
two-ribbon flare the field-line reconnection gives rise to flare loops of hot temperature 
which shrink and become cool within few minutes to an hour. The Ha flare loops 
appear generally as dark loops during the gradual phase of the flare; viewed on the limb 
they may appear as loops in emission, reaching 50000 kin. They create a system of 
quasi-steady arches lasting up to several hours. Large downflows are observed along the 
legs of the loops with deccelaration by comparing to free-fall motions. As derived from 
radiative transfer diagnostics, the gas pressure range of the loops is between 0.2 and 5 
dyn cm -2 and the electron density is between 101° and 1012 cm -~. 

The magnetic free energy needs to be continuously replenished from low levels 
during the flare. Different mechanisms may be considered, dynamical ones such as 
upward motion from the convection zone pushing the coronal field and twisting of the 
field lines, or thermal ones such as evaporation or ablation of chromospheric material. 
We will discuss some observational evidence supporting the Forbes and Malherbe (1986) 
reconnection model based on the Kopp and Pneuman configuration. 

1 Morphology properties of flare loops 

How beautiful is the development of Ha loops seen with a coronagraph! The geometry 
seems perfect, simple shapes more or less circular and well organized (observations 
in Wroclaw by Rompolt, in Ond~ejov by Ambro~ (movies) and I-Ieinzel, in Tatranska 
Lomnica by Kamenick# and Ru~in (1990), in Australia, at Pic du Midi, at Big Bear 
observatory). The thickness of the loops are around 3 to 6 " (Kim 1991). The brightness 
of the loops is not necessary uniform along the loop, we notice the formation of knots 
generally at the top (Figure 1). 

Cool flare loops are mainly observed using multi-wavelength filtergrams in Ha 
(~vestka et al. , 1987, Loughhead et al. , 1983, Hanaoka et al. , 1986, Kurokawa 1989). 
On the disk they appear in emission or in absorption (Figure 2). Reviews (Svestka 
1989, Foukal 1991) related to gradual phase of eruptive flares describe the appearance 
of flares as the following: in large flares changes in the large-scaie arrangement of the 
active region can typically be observed before and after the flash phase. The active 
filament that often lies along a magnetic neutral line rises and lifts off, then two narrow 
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Kislovodsk station on June 9, 1972 

1 9 8 9 . 1 0 2 5  Wroclaw (Rompolt) 0 9 4 4  UT  

Ond~ejov and tivar on 15 August 1989 

Kyoto on June 12, 1982 (Kurokawa 1989) 

Figure 1. Ha  flare loops observed at the limb with coronagraphs 

ribbons appear visible in Ha  one to each side of the neutral line. The flare loops are 
part of an arcade of loops which link the two-ribbons. Following the flare, there is 
magnetic reconnection approximately above the neutral line as the loops form at higher 
and higher altitudes. The loops observed as the event progresses align themselves more 
nearly perpendicular to the active region neutral line. 

The filtergrams are very useful to derive morphological properties of the loops, i.e. 
the inclination, the shape, the altitude and the general evolution versus time. Lough- 
head et al. (1983) developed a geometrical technique based on a symmetry assumption 
of a loop observed on the disk, for reconstructing its true shape and for deriving its 
orientation with respect to the solar surface. Using this technique, Wang et al. (1983), 
Xu (1987) and Heinzel et al. (1991) find that flare loops have dipole or circular shapes 
with heights reaching 31000 to 50000 km and that they are located in planes more or 
less perpendicular to the solar surface. 

2 Physical parameters 

In order to obtain quantitative values, filtergrams are not sufficient, spectrocopic data 
are more suitable. Only a few are available from Chinese instruments (SSHG in Yun- 
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Meudon Sept.4, 1982 

Figure 2. Ha flare loops observed on the disk 

nan Observatory), from Meudon (Multi-channel Subtractive Double Pass Spectrograph 
MSDP) and from Moscow (Sternberg spectrograph). From Ha -profile observations, 
physical parameters can be derived using different technics. Based on the cloud model 
method we can derive the source function, the velocity, the Doppler broadening and the 
optical thickness (Yan et al. 1986, Schmieder et al. 1988, Mein and Mein 1989, Heinzel 
et al. 1990). Using 2 D observations with the MSDP, Heinzel et aI. (1991) derive the 
variation of these parameters along a single loop. 

2.1 Downflow along the loops 

The determination of the flow along the loops can be computed from the observed 
line-of-sight velocities. Using the method of reconstructing the true shape of the loops, 
Loughhead and Bray (1984) computed the flow along the central axis of an active 
region loop (ARL) from the observed line-of-sight velocity. We emphasize the difference 
between ARL and CFL: along an active region loop the material is going from one 
footpoint to the other one (Mogilevskij et al. 1990, Mein and Mein 1982, Delone et al. 

1989), while the material is going down in the both legs of cool flare loops (CFL) with 
an increasing velocity from zero at the top to 50-100 km s -1 at the footpoints (Xu 1987, 
Yah et al. 1986, Heinzel et al. 1991). The mechanism of formation of the ARL is similar 
to that of surges. The formation of the CFL will be discussed in Section 3. 

2.2 M H D  model ing 

It is important to know if the flow corresponds to free-fall motion or if other forces are 
acting. The dynamical behaviour of a CFL is decribed by the following momentum- 
balance equation: 
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pa¢ /a t  = + J × g - pff. 

The plasma is accelerated or deccelerated by forces of pressure gradient Vp, the 
Lorentz force and the gravity ~. Assuming that the flow follows the magnetic field 
lines and neglecting the pressure gradient, different authors (Ru~.djak 1981, Gu et al. 
1984, Xu 1987~ Yan et al. 1986) have computed theoretical line-of-sight velocities cor- 
responding to free-fall and have compared them to the observations. Ru~.djak (1981) 
finds a good agreement~ however we have to keep in mind that using observations at 
the limb the accuracy of the velocity vector is less than on the disk because the line- 
of-sight velocity represents the weakest component. The Chinese group concludes that 
the material motion is deccelerated compared to free-fall motion and other forces may 
be involved. Heinzel et al. (1991) use observations of Hc~ flare loops obtained with the 
MSDP spectrograph (Schmieder et al. 1988). The flow along the loop legs reaches 50 
to 70 km s -1 at the footpoints depending on the geometry of the loop, values much too 
low as compared with free-fall velocity. They compute the pressure gradient and the 
density using non-LTE models but comparing to the observations their values can not 
explain the discrepancy (see section 2.3). Evolving structures or inhomogeneities may 
be good candidates. Kim (1991) measured recently the longitudinal magnetic field in 
flare loops and deduced a curve with 2 maxima, one around zero, the other one around 
30 G. The field lines seem to be twisted in particular loops. Vlahos (1991) proposes 
that the knots in the loops correspond to small flaxes in his fragmentation models~ but 
their dynamics will be more relevant to surge mechanism than to free-fall. 

2.3  Electron density 

Different attempts have been made to determine the electron density. Using Ha line the 
estimation ( N e  ~- 1012 cm -a) of Zirin (1986) is based on an empirical comparison of the 
collisional and radiative excitation rates without any detailed computation. Hanaoka 
et  al. (1986) give a value of the order of 1011 cm -a for Ha loops, arguing that the 
main source of the maximum brightness continuum that they have measured on the 
eclipse images is the prominence-like loop material responsible for electron scattering of 
photospheric radiation. 

Svestka et al. (1987) have tried to verify the electron density values proposed by 
Zirin by computing the expected deviations from the LTE level populations for different 
temperatures and densities. They have solved the non-LTE equations for a three-level 
plus continuum hydrogen atom model using the approach of Fonteula and Rovira (1985). 
The loops turn from absorption to emission at Ha -4-1 /~ as soon as the gas pressure 
exceeds 3 dyn cm -2 at T = 104 K. This implies an electron density of 1012 cm -a for 
loops visible in emission against the disc, in agreement with Zirin (Figure 3). In order 
to check this result they also used the broadening of HV and H~ Balmer lines. Assuming 
that the broadening is only due to the Stark effect, the density is found to be equal to 
4 × 1012 cm -a. But with a turbulent velocity of 12 km s -1, it could be reduced to 5 x 
1011 cm -s (Lin Jun et  al. 1989,1991). 

tteinzel and Karllck~ (1987) used the non-LTE code developed by Heinzel et  al. 
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Figure 3. Variation of the electron density 
versus the gas pressure using non LTE models 
(full line: T = 8000 K, dashed line: T = 15000 K 
from ~vestka et al. 1987, stars from Heinzel and 
Karlick# 1987, circles from Heinzel et al. 1991), 
using Stark effect with and without turbulence 
(black squares). On the right side of the vertical 
bars the loops are in emission, on the left side 
they are in absorption. 
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Figure 4. Variation of the source function 

versus the gas pressure with quiet Sun irradia- 
tion (dashed line), with enhanced incident irra- 
diation (full lines from the bottom, v = 0, 20, 
40,80 km s -1 ), with an irradiation equal to the 
continuum (squares). (Heinzel et al. 1991). 

(1987) to determine the physicM conditions at the top of flare loops. They have found 
relatively good agreement with the previous results. The flare loops in Ha center appear 
in absorption against the disk for low pressure p of the order of 0.1 to 1 dyn cm -2, and 
should be clearly visible in emission for p larger than 3 to 5 dyn cm -2 (Figure 3). They 
pointed out that we need to introduce a strong turbulence to explain loops visible in 
emission at Ha 4- 1 ~ even for a relatively high pressure equal to 5 dyn cm -2. They 
used a three-level hydrogen atom model plus continuum and solved simultaneously the 
equations of radiative transfer for the lines La, Lfl, Ha and for the Lyman continuum, 
together with the equations of statistical equilibrium. 

In the computation of ~vestka eL al. (1987), some effects are not included, i.e. the 
actual irradiance of the flaring region, the effect of soft X-rays, the effect of moving 
prominences on the radiation emitted. Hyder and Lites (1970) show the importance of 
this last effect. The atoms in the frame of prominence moving with a velocity v will 
see the radiation at A0 larger than for a stationary prominence by a factor .1/7o with 
J0 the intensity at ,~0, d at ,X0(1 + v/c) .  Heinzel and Rompolt (1987) made complete 
computations and point out the importance of Ha Doppler brightening and Lot djmrrdng 
for prominences having velocities larger than 30 km s -1 . This is the case of material 
flowing down Mong the legs of the loops. According to Gan and Fang (1990) the effect 
of soft X-rays does not seem to be important if the density is lower than 1011 cm -a. 
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The irradiance from the background I0 must be considered with attention. Recently 
Heinzel et al. (1991) have greatly improved the non-LTE modeling by using a five-level 
hygrogen atom model, by introducing realistic irradiation of the slab provided by the 
MSDP observations and by taking into account the Doppler brightening in Ha . An 
increase by a factor 2 of I0 leads to an increase of the source function by a similar factor 
(Figure 4). Values of the electron density ( N e  ,.~ 3x 101° cm -a) and of the ga s pressure 
(p ..~ 0.18 and 0.3 dyn cm -a respectively along the loop and at a footpoint) have been 
determinated. This low value of N e  corresponds to Ha profiles of CFL observed in 
absorption, that is in good agreement with previous studies (Figure 3). 

3 F o r m a t i o n  o f  coo l  flare l oops  

The analysis of flare loops observed in a large range of wavelengths is important to 
understand the mechanism of formation of the cool loops and how energy is released 
during the gradual phase. Kopp and Pneuman (1976) suggested that a two-ribbon flare 
starts with the opening of the magnetic field lines and subsequent field-line reconnection 
gives rise to the flare loops. The mechanism involves energy release at the top of the 
loops with heating Ha bright ribbons at their footpoints. Below the reconnection point 
the material is compressed and condensed. 

3.1 Multl-wavelength observations 
Coordinated observations obtained in high-temperature lines during an eclipse ( Hanaoka 
et al. 1986), in X-rays during the SMM campaign (~vestka et al. 1987) and in radio- 
wavelengths (Velusamy and Kundu 1981, Urpo et al. 1986) support reconnection models. 

Figure 5. Flare loops as seen in different lines on August 13, 1973 (Cheng 1980). 
As the temperature increases, the top of the loops becomes more intense and extended 
than that below, indicating a high temperature reconnection point above the loops. 
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tianaoka et al. (1986) described the relationship between cool loops ( 104 K in Ha ), hot 
loops (10 s K in Fe X) and hot material (8 x 108 K in Ca XV) as follows. The Ha loops 
are very close but slightly under two upper Fe X loops at the same instant~ the rising 
velocity of the Ha loops is about 2 to 8 km s -1 . A faint loop is visible in Ha at the same 
altitude than a Fe X loop suggesting than a hot loop is being condensed. In the 6100 
/~ continuum, the images show a small helmet structure with a cusp and a streamer 
on the top and give evidence for the existence of open magnetic fields above the flare 
loops. The Ca XV emitting region is found to be suspended and compactly confined at 
the upper part of the loop system at the recormection point. It is in good agreement 
with Skylab observations ( Mac Combie and Rust 1979, Cheng 1980) showing that Fe 
XV and Fe XIV material were above He II loops ( 8 × 104 K) at 3.5 hours after the 
flare (Figure 5). The X-ray observations support that the CFL are formed by cooling 
the hot loops. 

Svestka et al. (1987) report extensive observations obtained in a large temperature 
range during the SMM mission. They describe an Ha loop system appearing during 
the dynamic flare of 1980 Nov 6, practically at the same time (with 2 minutes delay) of 
the flare maximum phase (15:26 UT). The loops rise from 25 000 to 55 000 km within 
90 rain, which corresponds to a velocity of 5 km s -1. The X-ray emission was seen 
much higher than the Ha loops. The altitude of the loops is successively higher in lines 
corresponding to increasing temperature ( O VII to Fe XXV, i.e. 1.7 × 108 to 2 × 
107 K). For more than 2 hours they observe the altitudes of the different temperature 
loops, these altitudes are aligned along two curves, one for cool material and one for 
hot material. In order to fit the two curves, making the assumption that the Ha loops 
are formed by cooling, they conclude that the hot loops cannot cool at their original 
altitudes. The hot loops shrink to lower heights in order to become denser and then to 
cool faster. Up to now we have no observational evidence of such shrinking. The hot 
loops are rising with a speed of 7.4 km s -1 the same order as the rising velocity of Ha 
loops. 

Microwaves at 22-37 GHz were detected in the upper levels of the atmosphere at 
50000 km (normally they are located around 3000 km above the photosphere). They 
are well correlated to the long decay events in X-rays and to the appearance of Ha flare 
loop system (Urpo et al. 1986). The authors proposed that the microwave emission 
originates in hot condensed regions above the flare loop system. 

3.2 M a s s  supply 
The mass in the cool Ha loop system was first estimated by Kleczek (1964) to be 1016 
g with a typical length of 2.5 x 10 l° cm, a cross section of 4 x 101~ cm 2 and an electron 
density 1011 cm -s. Assuming a lifetime of 10 hours and a downflow of 50 km s-l~ this 
estimate corresponds to a replacement of the mass in the cool loop every 80 min. 

A continuous resupply of mass needs to be considered. The observational evidence 
of reconnection is acceptable. Up to now we have found no alternative solution to explain 
these observations (~vestka 1989). 
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3.3 Addit ional  heating 
There is not enough coronal material available to provide plasma in the loops. Thus 
the material must evaporate from below from the chromosphere, and be heated to 
the observed temperatures of 2x10 z K at the top of the loops. Different additional 
hearings have been proposed, gas dynamic shock (Kopp and Pneuman 1976), global 
ohmic heating (Pneuman 1982), small transverse component of the magnetic field in 
a current sheet (Sol-nOV and r i tov 1985), A]fv~n waves (Lin and Zhang 1991 a b), 
mechanical heating (Klimchuk and Mariska (1988), slow shocks (Cargill and Priest 1983, 
Hick and Priest 1989), the combination of slow and fast shocks ( Forbes and Malherbe 
1986). The first proposed models are insufficient, the others may be considered. In 
particular the model of Forbes et al. (1989) is based on magnetic reconnection and 
chromospheric ablation. Very hot temperature may be achieved at the X neutral line due 
to slow shock heating. Hence two pairs of conduction fronts go down to chromosphere 
and form the flare ribbons. So ablation is expected, with an upward velocity of of less 
than 10 km s -1 above the flare ribbons. Soft X-ray emission near the reconnection 
site is also expected. A fast-mode perpendicular MHD shock is formed below the X- 
point. The radiation losses are considerably enhanced when material travels through 
the shock. This is in favor of a thermal instability which produces cool condensations. 
The evaporation over a large area could occur during time long compared with the 
drainage of the loops. Schmieder e~ al. (1987, 1990) have shown the possibility of 
such ablation of chromospheric material by analysing the Ha asymmetric profiles in 
the ribbons and by exhibiting large upward region in CIV line overlying bright ribbons 
which is unusual. In the transition region a downflow is generally observed over bright 
regions corresponding to faculae (Dere e~ al. 1986). The observed association of long 
duration of X-ray emission over the site is also a good argument in favor of evaporation 
process. Upflows in two-ribbon flares have been also detected by Gu et al. (1991). The 
upflows are of the order of 5 km s -1 in Ha and between 4 to 12 km s - i  in C IV line, it 
is impossible to detect them on filtergrams. 

Uchida and Shibata (1988) suggest that the energy and mass supply to the loop 
top comes from below the chromosphere in the form of relaxing fronts of the magnetic 
field twisted in opposite sense. Although their paper specifically addresses the upflow 
seen around the impulsive phase, it could be equally well applied to the gradual flare 
situation. 

Fisher e~ al. (1985) suggest that the transition region and the chomosphere are 
pushed downward during the impulsive phase, and that relaxation drives upflows during 
the later phase. Upflows of the same order as Forbes and Malherbe model are predicted. 

3.4 Thermal  instability and cooling t ime 

Flaring loops which are newly formed high in the corona will cool through radiation 
and conduction processes. The loop will pass through the different temperature regimes, 
including the one characterizing Ha observations ( ~vestka 1989 ). The cooling time of 
such a process varies between an hour to a few minutes mainly depending on the loop 
density (Ne = 101° - 10 x2 cm -s) (Svestka 1987, Gan and Fang 1990, L ine t  al. 1991). 
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4 C o n c l u s i o n  

"Post"-flare loops are observed during the gradual phase of two-ribbon flares. Hot 
loops are ftrst formed, then shrinked and subsequently cooled to Ha temperature (104 
K). Their observations lead to informations directly on the corona inhomogeneities, on 
the heating and cooling times, they are important to study the physics of magnetic 
structures in the corona and of course to understand the process of flares. Observations 
in multi-wavelengths with imaging and spectrographs are both suitable to derive the 
geometry, the active forces (gravity, pressure gradient, magnetic field) and finally to 
understand the formation of hot and cool flare loops. We hope that during the next 
satellite flights of Yoh-Koh and S OHO, two-ribbon flares will be observed simultaneously 
with ground-based telescopes, 
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Abstract 

MSDP observations of 16 May 1981 two-ribbon flare are used to study 

the physical structure and dynamical behaviour of cool flare loops. 

The loops have been detected in the Ha line just after the flare 

maximum and they appeared in absorption against the disk. Using the 

first-order differential cloud model (DCMI) technique, we derive 

empirically some basic plasma parameters at 15 points along one loop 

leg. The flow velocities and true heights have been reconstructed with 

respect to a geometrical projection. Subsequently, detailed non-LTE 

models of cool loops have been constructed in order to fit Ha 

source-function values previously derived from DCMI analysis. It is 

demonstrated that this source function is rather sensitive to the 

radial component of the flow velocity (the so-called Doppler 

brightening) and to the enhanced irradiation of the loops from the 

underlying flare ribbons. In this way, we have been able to estimate 

quantitatively all plasma parameters which determine the physical 

structure of cool loops (i.e. the temperature, pressure, density, 

etc.), as well as the momentum-balance condition within the loops. For 

these dark loops we have arrived at relatively low gas pressures of 
-2 

the order of 0. I - 0.5 dyn cm , with corresponding electron 

densities around I0 II cm -3. Pressure-gradient forces have been found 

to be of small importance in the momentum-balance equation. However, 

the classical momentum equation is not capable of explaining 

significant departures from a free-fall motion under the gravity 

force, found from our MSDP data. We propose three possible 

explanations to this problem. 

Full version of this paper will be published in Solar Physics. 



F L A R E  E V O L U T I O N  IN T H E  DENSITY-TEMPEILA.TURE D I A G R A M  

S. Serio 1'2, F. Reale 1, G. Peres a, 
J. Jakimiec 4, B. Sylwester 5, and J. Sylwester s 

1. Introduction 

The scope of this work is to set up diagnostic tools for the X-ray flare decay phase 
in terms of the density-temperature (n-T) diagram. It originates from the observation 
of the interesting characteristics of this diagram, which were pointed out by Jakimiec et 
al. (1986, 1987) in the analysis of SMM flare data. Their basic observation was that 
many flares follow approximate power-law trajectories in this diagram, during their 
decay phase. 

We have used the Palermo-Harvard hydrodynamical code to compute the 
evolution of flare temperature and density for a grid of confined loop flares. 

The hydrodynamic code solves the conservation equations for mass, velocity and 
energy in a semicircular coronal loop anchored in the chromosphere, and subject to a 
stationary heating function, providing for steady state equilibrium, and to an impulsive 
heating function causing the flare (see Peres and Serio, 1984, for a complete 
description). 

2. Evolution of the flare in the n- T diagram 

To give an idea of how a flare develops in the n-T diagram, we show in Fig. 1 the 
results of the calculations for the temperature and density at the top of a model flare 
occurring in a loop with semilength 2-109 cm, base pressure 6 dyne em -2, subject to 
impulsive heating near its top of 10 erg cm -3 s -1. Here we assume that the impulsive 
heating term, confined near the top of the loop, is switched on abruptly at t =- 0, and 
switched off abruptly at t = 300 s. We see that the flare undergoes a number of fairly 
distinctive phases, including the initial instantaneous increase in temperature without 
increase in density, the evaporation phase, the maximum phase, a power-law decay 
phase, and an eventual thermal instability followed by the recovery to the initial 
conditions. 

I. Istituto di Aztronomia and Osservatorio Astronomieo, Palermo, Italy 
2. Istituto per le Applicazioni Interdisciplinari della Fisica (CNR), Palermo, Italy 
3. Osservatorio Astrofisico, Catania, Italy 
4. Institute of Astronomy, University of Wroclaw, Poland 
5. Space Research Center, Polish Academy of Sciences, Wroclaw, Poland 
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Fig.1 Density-temperature diagram for plasma located at the top of a loop of 
semilength 2 X 109 cm, for a flare model triggered by a constant heating 
(switched on abruptly at t = 0) lasting 300 s with an abrupt switch-off to the 
pre-flare value. The dashed line (S - S )  represents the relation between the 
plotted parameters for steady-state conditions (RTV scaling laws). 

What is most interesting here is the power-law decay phase, which lasts a sizeable 
fraction of the flare time, and shows a constant slope. In order to see it, let's recall that 
the energy conservation equations near the top of the loop, disregarding viscosity, can 
be written (Serio , t  al., 1991) 

p d s / k  = E~(s, t)  - n 2 p ( T ) -  O F  , o, c (1) 

where k is Boltzman's constant, p, n and T (functions of time and of the spatial 
coordinate along the loop, s) are plasma pressure, density and temperature, 
respectively, EH is the heating term, P ( T )  the radiative energy losses per unit emission 
measure, F,  the conductive flux, and S = k ]n(TS/2/n) is the entropy per particle. 

It is easy to see that, if we let E// = 0 at the peak phase, (i.e. when d/dt ~ 0), 
the result is 

S ~ So - # - L  , (2) 
T 
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where 

Po _ 3.7"10 -4 L L9 
r = E ,  ~ N 1 2 0 - ~ 7  , (3) 

and the last step is based on the Rosner, Tucker, and Vaiana (1978, RTV) scaling laws 
on the initial (flare peak) state. We find therefore, that the entropy decays linearly, 
with an inverse rate given by Eq. 3. Our grid of solar models, with loops ranging in 
length from 5.108 to 10 !0 cm, and in maximum temperature from 107 to 2.107 K shows 
that this is indeed so, not only initially, but over a linear phase lasting from approx 
1 . 5 -  2.0 decay times. During the same phase, we find (Serio et al., 1991) that 
temperature, density, and pressure follow approximately exponential decay laws, with 
decay times given, respectively, by 

r r N 1/2rn ~ 3/2rp ,'~ r (4) 

Although these last empirical relationships are only valid in average, it is easy to see 
that they will enforce power-law relationship among the thermodynamieal variables 
during the decay phase. In particular we find 

T ~ n ~ , (5) 

which is the result we wanted to show. 

Of course our result holds for an abrupt switching off of the heating. However, 
we can also show, by numerical calculation (Fig. 2), that if the heating is allowed to 
decay exponentially, the resulting trajectories in the n-T  plane will still be power-laws 
with index intermediate between 1/2 (which is the one appropriate for steady state 
structures, implied by the RTV scaling law), and 2, which is characteristic for fast 
cooling structures (Jakimiee et al., 1991). 

3. Conclusions 

From the above results the diagnostic value of the n-T  diagram for the decay 
phase of flares. We see that the decay is bound by the T oc n 1/2 Quasi Steady State 
(QSS) trajectory, when a sizeable amount of heating is being released during the decay, 
and by the T c< n ~ trajectory when essentially no heating is deposited during the 
decay. In the first analysis by Jakimiee et al. (1986, 1987) it was apparent that most 
big flares during their decay evolve following the OtiS trajectories, implying that t h e  
heating process is still active during the off-peak phase. We are presently carrying an 
extensive survey of SMM flares to study in more depth the energeties of the decay 
phase. 

We want to point out here that the results as presented apply only to solar flares, 
and that we expect a dependence of the power-law index of the limiting n -T  trajectory 
at zero heating on gravity, for flares occurring in stellar eoronae. Further studies will be 
devoted to establishing such dependence. 
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Density-temperature diagram illustrating the dependence of the slope of the 
decay phase on the e-folding decay time of the heating rate (in units of the 
entropy decay time defined in Eq. 3). The initial steady model is for a loop 
with semilength 2 × 109 cm, and temperature at the top 2 X 107 K. 
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Abstract: 

The Neupcrt Effect is the name given to the correlation obs 
between the impulsive time profile of the microwave wud 1~ 
and the time derivative of the soft X-ray profLle. Wc have 
between 1980 and 1989 from the Hard X-Kay Burst Spcctrq 
the Solar Maximum Mission (SMM) and the soft X-ray d 
determine which events show this correlation and which do 
that of 66 HXRBS events observed in 1980 with a peak rat 
58 (80%) showed good correlation with peaks in the GOES 
corresponding to peaks in the HXR plots to within +20 s. 
varying X-ray events that are commonly referred to as Ty 
are often accompanied by eruptive flares, tend to show poore 
the SXK time derivative and the HXR time profLlc. In sere 
later, more gradually varying, peaks either did not register a 
derivative plots or resulted in very broad peaks that, in one c 
was delayed by 13 minutes. 

1 Introduct ion  

For most flares, the time integrated hard X-ray fluxes "clc 
portions of the soft X-ray emission curves." This simple relati 
nizcd by Ncupert (1968) and is called here the Ncupert effcc 
a flare model in which the hard X-rays are electron-ion brcl 
by energetic electrons as they lose their energy in the lowe: 
sphere, and the soft X-rays are thermal bremsstrahlung fr 
those same electrons. Such a model has become known as i 
(Brown 1971). In fact, the Neupert effect must exist for any 
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only that the X-rays are electron-ion bremsstrahiung and that the cooling time of 
the plasma is significantly longer than the impulsive peaks of hard X-ray emission. 
Any deviation from such a rclationslfip can only mean that some other process is 
heating the soft X-ray emitting plasma besides the hard X-ray emitting electrons. 

The purpose of the study reported in this paper is to determine those flares 
in which the temporal variations of the soft and hard X-ray emissions show this 
Neupert effect and those which do not. An earlier version was presented by Dennis 
(1991). 

2 O b s e r v a t i o n s  

We have compared the time derivative of the soft X-ray (SXR) emission curve 
with the hard X-ray (HXR) emission curve of all complete events recorded with 
the Hard X-Ray Burst Spectrometer (HXRBS) on SMM (Orwig et al. 1980) in 1980 
that have peak rates of >1000 counts/s and coincident GOES data. We have used 
GOES 1-8/~ Channel I data with 3 s time resolution and the 15-channel summed 
HXRBS count rates with 1 s time resolution for the comparison. In general, wc 
find that most flares show good correlation between the soft X-ray time derivative 
and the hard X-ray light curve, with the peak times of the two curves agreeing to 
within the >3 s time resolution of the soft X-ray data. 

Figure 1 illustrates the strengths and weaknesses of the technique. The general 
agreement between the soft X-ray time derivative shown in the middle plot and 
the hard X-ray time profile in the lower plot is clear in spite of the considerable 
scatter in the time derivative, particularly after the automatic gain change at 
18:39:22 UT. This scatter is caused plqmarily by the digitization of the GOES data 
and the magnification of the uncertainties that results from taking the derivative. 
Nevertheless, the general trend is reliable. At least six peaks can bc identiiied in 
both plots with the peak times agreeing to within .-~10 s; the rise and decay times 
are also very similar. 

Of the 66 events studied in 1980, 58 (88%) have peaks in the SXR time deriva- 
tive plot within q-20 s of peaks in the HXR time profile and 53 (80%) have generally 
"good" correlation between the two types of plots for the duration of the burst. In 
20 of these "good-correlation" events~ the SXI% time derivative stays high after the 
HXR emission decreases or a second or subsequent HXR peak results in a much 
larger peak in the SXR derivative than did the first peak. The greater response 
in SXI%'s could reflect a larger fraction of the reieascd energy going to heat the 
plasma directly rather than to accelerate electrons. 

In 8 of the 13 flares that showed "poor" correlation between the SXI~ time 
derivative and the HXR time profile, the SXR time derivative shows no peak 
corresponding to the initial HXR peak. In all these cases~ the initial HXI~ peak 
had structure on timescales of <1 s. Such events suggest that these initial very 
impulsive energy releases result primarily in electron accelcration~ with very little 
direct plasma heating~ and that the secondary plasma heating from the accelerated 
electrons makes only a small contribution to the more gradual primary plasma 
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Fig. 1. Top: GOES 1-8 A soft X-ray time profile for a flare on 1980 March 27. Note that 
the points marked with an X on the top and middle plots indicate the location of the 
GOES gain-change spike that has been removed and replaced with interpolated v~lues. 
"Middle: Time derivative of the top plot. Bottom: HXttBS 30-500 keV hard X-ray time 
profile on the same time scale. The vertical broken line through M1 the plots indicates 
the time of the HXR highest peak for comparison with the SXK plots. 

heating that is taking place at the same time. The absence of such peaks in the time 
derivative could still be consistent with the thick-target model if one postulates 
that the cutoff energy of the power-law electron spectrum is  much higher than 
the normally assumed value of ~20 keV for this flare, perhaps being as high as 
50 keY. This is similar to the conclusion reached by Nitta et al. (1990), who found 
that the spectrum of just the impulsive component of the event on 1980 March 29 
flattened at lower energies suggesting a cutoff energy as high as 50 keV. Given an 
E -5 shape of the power-law spectrum, this difference between a cutoff energy of 
20 keV and 50 keV corresponds to a difference in the total energy in the energetic 
electrons of 2.55 ~ 1O0, enough perhaps to reduce the soft X-ray emission from 
the heated plasma to below the detectable limit of the GOES detector. 

We have also studied Type C flares (Tanaka, 1983; Tsuneta, 1983) as examples 
of events that could be considered ~ "eruptive flares." These are flares in which 
the HXR emission is more gradually varying and is emitted for >10 minutes. For 
the canonical Type C flare on 1981 May 13, the gradual HXK peak at 04:15:30 UT 
occuxed at the time of the highest level of the SXR time derivative within about 
1 minute but  the scatter resulting from the GOES digitization at such high SXIt 
flux levels makes any detailed comparisons impossible. 
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Another Type C flare reported by Cliver et al. (1986) is shown in Figure 2. This 
event on 1981 April 26 has a much longer duration and begins with an impulsive 
phase that shows the usual good correlation. The later more gradual HXR features, 
including the much larger peak at 11:48 UT, show no coincident features in the 
SXR time derivative plot. There is a broad peak in this plot at about 12:00 UT 
but this would imply a 12 to 13 minute delay! 
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Fig. 2. Similar plots to those shown in Figure 1 for a flare on 1981 April 26. 

A third long-duration event that occurred on 1981 April 10 shows little cor- 
relation between the HXR and SXR derivitivc time profiles. No impulsive phase 
was evident and there was no obvious correlation between the two major HXR 
features and the SXR time derivative. The total duration of the event was similar 
in the t tXR and SXR time derivative plots~ however. The relatively poor corrda- 
tions found for these non-impulsive events is the basis for the suggestion made by 
Feldman (1990) that there is no causal relationship between the HXR and SXI~ 
flares in these cases. 

3 C o n c l u s i o n  

The comparison of the soft X-ray time derivative and the hard X-ray profile pro- 
vides a simple but  effective way of comparing the timing of the hard X-ray emission 
and the heating of the plasma. It is much easier to make this timing comparison 
than to determine the energy relationship since neither the thermal energy nor the 
nonthermal energy can be determined to better than an order of magnitude. In 
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this way, it is possible to compare the observations with the predictions of various 
flare models such as thermal, thick-target, and hybrid thermal/nonthermal mod- 
els. Such predictions for the thick-target model are now being made by Mariska 
et rd. (1989). Preliminary results from Emslie, Li, and Mariska (private commu- 
nication) show that they do indeed agree with the observations provided that the 
loop cooling time is made to match ~he observed soft X-ray decay time, suggesting 
either inhibited cooling or continuous heating, Deviations from the predictions can 
result in reilnemen~s to the model and can contribute to the determination of the 
fraction of the flare energy that goes into the energetic electrons and the fraction 
that goes to direct heating of the ambient plasma. 

We intend to pursue the comparison of soR and hard X-ray time profiles with 
the various model predictions using the SMM and GOES databases. We will tabu- 
late the fraction of events for which the agreement is good and the fraction where 
the agreement is poor. Such a tabulation will provide a simple and potentially 
powerful way of classifying flares. With the availabilRy of high quality hard X- 
ray data from instruments on GRO, and hard and soft X-ray observations from 
Yohkoh, we hope to be able to make more definitive comparisons than have been 
possible with the SMM and GOES data. 
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Abstract Theoretical ideas on particle acceleration in solar flares are discussed with emphasis on bulk 
energization of electrons during the impulsive phase. Many localized, short-lived episodes of energy 
release must be involved. An analogy with the acceleration of auroral electrons by multiple weak double 
layers (WLDs) is suggested and explored. Based on the auroral analogy a mechanism for reflecting 
electrons by solitary waves (SWs) in proposed. The prompt acceleration of relativistic electrons is 
discussed briefly. 

1. I n t r o d u c t i o n  

Acceleration of energetic particles in association with solar flares was originally sepa- 
rated into two phases (Wild, Smerd and Weiss 1963). Radio data suggest that there are 
many more than two phases of acceleration (e.g., Melrose and Dulk 1987), and there 
is unambiguous evidence for non-flare-associated acceleration, most notably in storms 
(e.g., Kai, Melrose and Suzuki 1985). However, it remains helpful to concentrate on 
two general classes of acceleration similar to the two phases as originally proposed. One 
class is the copious acceleration of electrons with a quasithermal distribution, especially 
in the impulsive phase of a flare and called "bulk energization" (Ramaty ct al. 1980). 
A working definition is as follows. 

Bulk  energization is a collisionless process, or combination of processes, that leads 
to a rapid increase in the mean energy of all the electrons in a given volume by a 
factor > 10. 

The argument that the process must be collisionless is that the collisional mean free 
path for an electron of energy E is o( E 2 and exceeds the length of a typical flaring 
flux tube for E > 5keV, e.g., de Jager et al. (1987), so that collisional effect can play 
no role in thermalizing electrons with energy > 10 keV of relevance here. It appears 
that the bulk energization occurs in very many, localized, short-lived episodes of energy 
release. In the impulsive phase of a solar flare, timescales < 100 ms are clearly present, 
and there is evidence for structure in the energy release on even shorter timescales (e.g., 
the review by Sturrock 1987). 

The other class of acceleration consists of all those processes that involve suprather- 
real particles with a clearly nonthermal distribution. In the older classification into two 
phases it was thought that nonthermal particles were accelerated on a time scale longer 
than that of the impulsive phase, but it has since been recognized that prompt ac- 
celeration of the ions and electrons is required to account for gamma rays during the 
impulsive phase. The acceleration processes involved may or may not be related to the 
bulk energization mechanism. 

In the present review emphasis is placed on processes in the impulsive phase of 
solar flares, and specifically the bulk energization of electrons, which has been given 
relatively less attention in recent reviews (cf., however, Somov 1986; Benz 1987; Melrose 
1990) than other aspects of particle acceleration in solar flares (e.g., Ramaty et al. 
1980; Ramaty and Forman 1987). In section 2 the requirements and limitations on an 
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acceptable bulk energization mechanism are discussed. In section 3 recent ideas on the 
acceleration of electrons in the terrestrial auroral zones are reviewed. A model for bulk 
acceleration based on the suggested auroral analogy is proposed in section 4. Prompt 
acceleration of relativistic electrons is discussed briefly in section 5. 

2. Bulk Energization 

The observational evidence relating to bulk energization in the impulsive phase of a 
solar flare comes mainly from hard X-ray data and from radio data on type III bursts. 
Hard X-ray data (e.g., Dennis 1985) are interpreted in terms of precipitating electrons 
emitting bremsstrahlung. Although alternative interpretations in terms of proton beams 
and neutral beams have not been ruled out (e.g., Brown et al. 1990; Martens and Young 
1990), only the interpretation in terms of electrons is discussed here. The data then 
require that > 20keV electrons precipitate at a rate up to about I03s s -I (Hoyng, 
Brown and van Beck 1976). A substantial fraction of the primary energy released in 
a solar flare goes into such electrons. For example, Duijveman, Hoyng and Machado 
(1982) estimated that > 20% of the dissipated power goes into such electrons. The rate 
(~ i0 as s -1) of precipitation and the total number of precipitating electrons required 
(up to ~ 1039) are so large that the electron population needs to be resupplied by a 
return current drawing electrons from the chromosphere (e.g., Brown et al. 1990). 

A small fraction (thought to be of order ~ 10 -3) of the bulk-energized electrons 
escape from the corona in the form of electron beams, and these produce type III radio 
bursts as they pass through the coronal and interplanetary plasma. Type III events can 
be observed in situ by spacecraft in the interplanetary plasma, thus providing direct 
information on the properties of the electrons and complementing the interpretation of 
the hard X-ray data (e.g., Lin 1985). Many type III events observed in the interplanetary 
medium are associated with storms and not with flares (e.g., Bougeret, Fainberg and 
Stone 1984, Suzuki and Dulk 1985). Such events are dominated by electrons of relatively 
low energy (2 - i0 keV) that could not originate from a flare site due to the prohibitive 
collisional losses in propagating through the lower corona (e.g., Lin 1985). It follows 
that bulk energization is not restricted to flares, and that it also occurs in storms where 
it is required to account for the electrons that produce storm type III bursts, and also 
presumably for the electrons that produce type I bursts. Only the flare-associated bulk 
energization is discussed here. 

Time variations in both hard X-ray and microwave provide observational evidence 
that bulk energization consists of very many transient, localized episodes of energy 
release. Bursts of a few seconds in hard X rays were called elementary flare bursts by 
de Jager and de Jonge (1978). Elementary flare bursts may be due to energy release 
in individual flux tubes in a magnetic structure consisting of many intertwined flux 
tubes (e.g., Sturrock et al. 1984). The microwave data suggest that individual episodes 
of energy release occur on the shortest timescales ( 5 i00 ms) that can be resolved 
(e.g., the review by Sturrock 1987). There is also a theoretical argument in favor of 
energy release in many localized regions based on the requirement for efficient energy 
dissipation. The collisional (Spitzer) resistivity is inadequate to account for coronal 
heating or the energy release in flares (e.g., Melrose and McClymont 1987). Alternatives 
include anomalous forms of resistivity (e.g., Duijveman, Hoyng and Ionson 1981) and 
of other transport coeKicients (e.g., Papadopoulos 1985), hyperresistivity (e.g., Strauss 
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1988), strong double layers (e.g., Raadu 1989) and multiple WDLs (e.g., Khan 1989). 
In practice a high local current density is required, so that the overall current must be 
in the form of many thin current channels (e.g., Chiuderi 1983; Winglee, Pritchett and 
Dulk 1988). The filling factor of the localized energy release regions at any given time is 
small. Somehow all the electrons must be processed through at least one energy release 
region, suggesting that the plasma and energy release regions are in relative motion so 
that all the plasma is ultimately swept up by at least one energy release region. 

Models that attribute the energy release to a single current sheet or a single double 
layer are unacceptable except if such single structures are interpreted as the envelopes 
of many small localized energy release sites. How one relates the overall energy release 
to the properties of the local energy release regions is a central problem in formulating 
any realistic model. To illustrate the difficulties, consider a current sheet of thickness 

and length L. Two alternative models are a plane of thickness e (volume L2~) and 
a cylinder of diameter t (volume ~rLt2/4). In the planar case, let J0 be a uniform 
current density and let B0 and -B0 be the magnetic fields at the edges at ~£/2, so 
that one has ~ = 2Bo/#oJo. There is a severe constraint on the model (e.g., Chiuderi 
1983): for the required anomalous resistivity the current must exceed the threshold 
for current instability, e.g., J0 > n~evs for ion sound turbulence. Thus one requires 

< (2Bo/pon~evs) = 2(mjme)(vA/V~)(C/~p) .  Inserting numerical values for the solar 
corona, a single current sheet with a current density at the threshold for the ion sound 
instability is of order 1 km thick. The inflow and outflow rates into the current sheet 
must be equal, implying that the inflow and outflow rates are in the ratio Vin/Vout ~- 

Aout/Ain = i / L .  In the more favorable case of planar geometry, to produce the observed 
electron fluence of 1036s -1 with V~ of order 0.1c and n~ = 1016m -3 requires gL 
3 x 1012 m. With ~ ~ 1 km this requires L ~ 3 x 109 m, which is impossible in the solar 
corona. This limit on L is reduced somewhat if one takes account of inflow over a length 
>> g in a Petchek-type model, but one cannot plausibly reduce the limit to smaller than 
the length of a flare kernel. In the less favorable case of a cylindrical flux tube this 
difficulty is even further exacerbated. If one makes the plausible assumption that L 
exceeds ~ by no more than an order of magnitude or so, one concludes that at any given 
time the dissipation must be occurring in at least of order 106 different current sheets. 

It would be highly desirable to have a model based on reconnection in many current 
sheets, but no such model is available at present. A practical difficulty is in relating 
the (perpendicular) currents that flow in the current sheets to each other and to the 
global (parallel) current detected through vector magnetic field observations. The global 
current pattern in a reconnection model needs to be discussed critically: the current 
cannot close in the corona, and understanding how the current does in fact close is a 
prerequisite in any model that involves reconnection in many coupled current sheets. 
In the following discussion a model based on dissipation in multiple WDLs is described. 
From a formal viewpoint, a model involving dissipation of a parallel current is relatively 
simple to formulate because the current channels flow in parallel and the potential 
drops are in series along each current channel. Some of tl~e ideas in this WDL model 
should apply to a model for many thin current sheets, but no such model has yet been 
formulated. 
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Fig.  1 A schematic description of variation of the relative density ( ,~n /no)  and potent ia l  (~b) 

with height s as observed above the  auroral zones from the  Viking spacecraft; SW denotes 

a solitary wave, and WDL denotes a weak double layer. [After BSstrom et a/. (1989) and 
M/ilkki et al. (1989).] 

3. Acce l era t ion  of  Aurora l  E lec trons  

Acceleration of auroral electrons is probably due to multiple WDLs. Recent support for 
this suggestion comes from the results from the Viking spacecraft (Bostr6m et al. 1989), 
although this interpretation is not universally accepted (e.g., Bryant 1990). Structures 
interpreted as WDLs and solitary waves (SW) were observed, cf. Figure 1. Associated 
with the WDLs there is an average electric field directed upward; the total • ~ few kV 
appears to arise from the potentials across many WDLs in series (Bostr6m et al. 1988). 
There is only a weak upward field-aligned current associated with these structures, 
and the mean current density does not appear to be above the threshold for streaming 
instabilities (BostrSm et al. 1989). M~ilkki et al. (1989) argued against an interpretation 
in terms of ion acoustic solitons and in favor of ion phase space holes (e.g., Dupree 1982; 
Tetreault 1988), cf. Figure 2. 

An ion phase space hole is a depression in the distribution function, and so is a 
hole in both coordinate space and in velocity space. The hole is illustrated only in 
velocity space in Figure 2. An instability can cause a hole to grow when the sign of 
the velocity gradients of the electron and ion distributions are opposite, as illustrated 
in Figure 2. The instability results from electrons reflecting off the hole, transferring 
momentum to ions, and so driving the hole to lower velocities. This causes the hole to 
deepen and the potential associated with it to increase. This instability occurs under 
weaker conditions than required for current-driven ion-acoustic instability; specifically, 
it occurs for a lower current density and it does not require the ions to be much hotter 
than the electrons. This instability is a plausible mechanism for generating W D L s ,  and 
hence leading to an anomalous (collisionless) form of energy dissipation. 

A possible model for bulk energization in solar flares could be formulated by rescal- 
ing the model for auroral electron acceleration due to WDLs formed by ion phase space 
holes. In the following discussion of the solar application, an important constraint is 
imposed by current limitation, which requires nearly equal electron fluences in opposite 
directions. A possibly relevant observation is that of counterstreaming auroral electrons 



151 

(Sharp et al. 1980), with relatively broad energy spectra and narrow angular widths 1 °-  
10 °, appear inconsistent with acceleration by a static @. Sharp et al. (1980) interpreted 
their data in terms of acceleration by a flickering double layer, with a flickering time 
(for reversal of polarity) of order the electron transit time across the double layer. An 
interesting feature, from the viewpoint of a possible solar analog, is that the electron 
fluence is large enough to depopulate the source in ~ 10 s, implying bulk energization, 
rather than the production of a runaway tail (Sharp et al. 1980). 

velocity 

Fig .  2 An ion phase space hole t h a t  forms in the  tail of the  ion dis t r ibut ion fo~ grows if the  

electron dis t r ibut ion for is an increasing function of velocity at  the  velocity defined by the  

hole. The  hole drifts as indicated by the  arrow. [After Tetreault  (1988).] 

4. A Model  for Bulk Energization 

The type of flare model envisaged here places emphasis on energy release in a localized 
flare kernel, with the energy propagating into the kernel from at least the coronal portion 
of a current circuit. The properties of the flare kernel can sometimes be deduced from 
X-ray data and from microwave spike bursts. The data suggest a range of plasma 
properties in flare kernels. For example, Batchelor et aL (1985) found n ~- 1015 m -3, 
B ~ 10-2T, L ~ 107m, and de Jager et al. (1987) found n ~ 1017m -3, B ~ 0.14T, 
L ~ 3.5 × 105m and T ~ 5 x 10SK ~ 50keV. (In storms the bulk energization 
occurs high in the corona, where the plasma frequency is 30-300MHz.) The power, 
P, dissipated in a flare may be identified as P = I(I), where I is a current and • is a 
potential drop. Vector magnetograph data imply currents I ~ 1012 A, and the regions 
of large current correlate with the positions of flare kernels (e.g., Lin and Gaizauskas 
1987; Machado et al. 1988). The power P ~ 1022 W in a moderately large flare then 
requires a potential drop (I) ~-. 10 l° V. 

There is an alternative current-driven model based on assuming ~ ~ 105 V to 
explain the typical energy ~- 105 eV of the electrons (e.g., Lin and Schwartz 1987; 
Winglee et al. 1990). This model requires a net current ~ 1017 A to provide the required 
P ~ 1022 W. As discussed below, no individual current can exceed about 1012 A, and 
hence to account for a current of ~ 1017 A one needs to assume that there arc at least 
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i0 ~ current channels, with half flowing up and half flowing down. This alternative is 
not considered in detail here. 

The current that can flow along a flux tube of the typical size involved in a mod- 
erate to large flare is restricted to < 1012 A by the requirement that the magnetic field 
generated by the current not exceed the axial magnetic field needed to guide the current 
along the flux tube. A current of 1012 A corresponds to a net fluence of electrons (the 
difference in flow rate along the field line in one direction and in the opposite direction) 
of ~ 1031 s -I. The argument given by Spicer (1983) and Holman (1985) that the cur- 
rent cannot change significantly during a flare implies that the net flow rate of electrons 
must remain approximately constant throughout a flare, and so remains at ~ 1031 s -I. 
In contrast, the observed precipitation rate of > 10keV electrons during a flare can 
exceed ~ 1036 s -I. The implication is that such a precipitation rate must be balanced 
by a cospatial upflow of electrons (to at least one part in 105) so that the net flow rate 
is maintained at ~ I031 s -I. 

The model for bulk energization discussed here is based on acceleration by multiple 
WDLs. Such a model has the following features (e.g., Khan 1989). (i) The total current, 
I0 ,~ 1012 A, consists of many thin current channels each with a current density above 
the threshold for triggering WDLs. The number of current channels N± satisfies I0 = 
N±IDL, where ID5 is the average current flowing through each WLD. (2) The number of 
WLDs NIl along a given current channel must satisfy ¢0 = NII¢/95, where ¢0 ~ 101° V is 
the total potential drop and CDL is the average potential drop in individual WLDs. (3) 
The total power dissipated NIINIPDL is equal to the total power P = I0¢0 ~ I022W 
released in a flare, where PDL = IDL~DL is the power released in each WLD. Khan 
(1989) applied this model to the parameters for the flare discussed by de Jager et al. 
(1987) and found agreement for Nil ~ 105 and N± ~ 106. In this model the mean energy 
of the bulk energized electrons depends on the strength of the WDLs and the number 
of such WDLs that an individual electron encounters before escaping. An increase in 
energy by a factor of order i0 to I00, that is from ~ 107 K, to 108-109 K, seems plausible, 
but at present there is no detailed model for this. 

An objection to any model based on acceleration by a double layer or by multiple 
WDLs to solar flares is that such acceleration is asymmetric in that one expects the 
accelerated electrons all to be propagating in the same direction, implying an unaccept- 
ably large current. The fluence of escaping electrons must be approximately equal in 
opposite directions along the field lines. The observations of counterstreaming electrons 
along the auroral field lines (Sharp et el. 1980) suggests that conditions exist under 
which this can occur. However, the interpretation of the counterstreaming auroral elec- 
trons in terms of acceleration by flickering WDLs would imply that the time-averaged 
potential drop is zero, and this is inconsistent with the model envisaged here which 
requires a potential drop of ~, I0 I° V that is quasistatic rather than flickering. (The 
potential drop pre-exists in a larger circuit, forms across the flare kernel when the effec- 
tive resistance of the flare kernel increases suddenly during a flare; this potential cannot 
reverse in sign, as implied in a flickering model.) One could account for counterstream- 
ing electrons, despite the asymmetry of the individual WDLs and of the global system 
itself, if the following two conditions are satisfied: 
i) there is a mechanism capable of reflecting an electron beam, and 
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2) accelerated electrons can escape from the current channel into an interchannel 
region with negligible potential drop. 

The second of these conditions is necessary because in a system with a uniform (across 
B)  potential drop, the energy gain of an electrons depends only on the distance it has 
propagated along B.  A possible model is one that invokes SWs to reflect the electrons, 
and in which the full potential drop ~ 101° V forms only along the current channels. 

The potential required to reflect 20 keV electrons is of order 20 kV. A potential of 
this order is consistent with a scaling of the potentials observed in SWs in the auroral 
zones, where the scaling is ¢ oc T,. A possible explanation of why the SWs are present 
arises from the limitation on the change in the current (Spicer 1983; Holman 1985). To 
see this suppose that the effect of one or more localized WDLs were to increase the net 
current faster than the circuit equation allows. Then the circuit equation requires that a 
potential difference develop to oppose this too rapid increase in current. (Furthermore, 
if the system is driven to accelerate all the ambient electrons, then the system must react 
to attempt to avoid a vacuum gap developing, in which case the entire potential drop 
would form across this gap.) A potential spike generated in this way should manifest 
itself in the form of a SW. The potential difference would then necessarily be large 
enough to limit the current by reflecting electrons. This suggests a picture in which 
the SWs form due to the requirement that the current be limited, and that a statistical 
distribution of such SWs (each of which has a short lifetime) is maintained at just the 
level needed to satisfy the requirement on the net current. Thus one would expect 
SWs to appear in association with the WLDs, as illustrated in Figure 1 for the auroral 
case, with their presence determined by the requirement that they reflect just enough 
electrons on average to maintain the net current at an approximately constant value. 

A SW with peak potential em reflects electrons with energy ~ < ecru incident on 
it from either side. Consider a model in which the average separation between SWs 
defines an acceleration cell. Each cell is assumed to contain several WLDs so that the 
cell itself is asymmetric, tending to accelerate electrons in one direction. Each SW has 
a finite lifetime, and after a given SW decays there is a time delay before another SW 
develops to replace it. During this time electrons from the two neighboring cells are 
mixed but the counterstreaming continues to apply. 

Electrons can escape from the current channel to which the potential drop is con- 
fined due to a relative motion of the electrons and the current channel and associated 
WDLs across B. For example, this could be due to a perpendicular component of the 
electric field, which is necessarily present when a potential drop occurs along curved 
field lines, causing all the particles to drift across the field lines. 

This suggests a model in which the electrons throughout the flare kernel are ener- 
gized (a) in many current channels, (b) each of which drifts across B,  and (c) leaves 
behind counterstreaming electrons with an energy of order the potential drop across an 
individual cell. In this model ions would be accelerated to essentially the same energy 
as the electrons. Hence one would expect a copious production of ~ 10keV ions. These 
ions move much more slowly than the electrons at the same energy, and would not reach 
the chromosphere until long after the energetic electrons, and so their presence does not 
alleviate the problems associated with a return current and repopulation of the flaring 
flux tube (e.g., Brown et al. 1990) 
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5. P r o m p t  Acce lerat ion  of  Re lat iv i s t i c  E lec trons  

Prompt acceleration of ions and of relativistic electrons is required during the impulsive 
phase to account for prompt gamma rays (e.g., Hudson 1985; Sakai 1990). Several 
alternative mechanisms for the prompt acceleration of ions seem to be viable (e.g., 
Melrose 1990). The prompt acceleration of relativistic electrons is more problematical. 
Diffusive acceleration by shock waves (e.g., Drury 1983) and by MHD waves are effective 
only above an appropriate threshold speed, which is v > VA for ions, and is v > m p v A / m ~  

and v > ( m p / m e ) l / 2 v A  for electrons resonating whistlers, respectively. The threshold 
condition is automatically satisfied for ions crossing a shock whose speed exceeds VA, 

but this is not the case for electrons. An efficient injection mechanism is required 
for electrons. For example, the acceleration of relativistic electrons may be due to 
shock acceleration of ~ 100 keV electrons produced in the impulsive phase, but one still 
needs to explain how the electrons are pre-accelerated to ~ 100keV. Alternatively, the 
acceleration of relativistic electrons may due to a runaway in electric fields. 

Acceleration of n0nthermal electrons (>> 10keV) due to runaway in the electric 
fields associated with the bulk energization is a possible alternative to shock acceleration. 
One model (e.g., Holman 1985) involves localized regions with anomalous resistivity 
due to plasma turbulence generated by a current instability. The idea is to replace 
the Coulomb collision frequency in the standard treatment of runaway electrons by 
an effective collision frequency due to the plasma turbulence. With this modification, 
much of the theory developed for runaway acceleration in laboratory machines may be 
transferred to the collisionless case relevant to the solar corona. The maximum energy 
of the electrons in such a runaway model is c¢, where ¢ is the available potential 
drop. Quite a different model for electron acceleration was proposed by Lotko (1986) 
in connection with auroral electrons. This model involves diffusive acceleration by a 
collection of WDLs, and so is compatible with the model for bulk energization discussed 
above. 

Any model involving runaway acceleration should favor some electrons being ac- 
celerated to ~ e~, where ¢ is the total potential drop along the coronal flux tube. The 
implication that electrons with energy ~ e& ~ 101° eV should be favored in a model 
in which the net potential drop ~ 10 l° V can be avoided if the surfaces of constant 
potential are not uniform across B.  Suppose the potential drop is confined to current 
channels and in any fixed location varies in both time and space as the WLDs form, 
drift and decay. Then an electron drifting across B gains (or loses) energy only when it 
passes through a WDL, leading to stochastic changes in energy. Nevertheless, ~ 101° eV 
should be a characteristic maximum energy, and one would expect there to be observa- 
tional evidence for this. Also, as discussed in connection with bulk energization, parallel 
acceleration is intrinsically asymmetric, and in the absence of any reflection (e.g., by 
magnetic mirroring) the relativistic electrons would all precipitate at one footpoint of 
the flux tube. For this application, it is desirable that a generalization of the theory 
Lotko (1986) be developed in which the WDLs are confined to narrow current channels, 
some pitch-angle scattering is included and magnetic mirroring is allowed. Some such 
theory is required to discuss these various effects quantitatively. 
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6. D i scuss ion  and Conc lus ions  

Acceleration of electrons and ions in solar flares is still not adequately understood. 
Unresolved problems and difficulties discussed here include the following. 
(1) Bulk Energization: A large fraction of the energy released in a solar flare is trans- 

ferred to ~ 10 keV electrons. The mechanism must be collisionless, and is necessar- 
ily restricted at any one time to a large number of localized sites. Possible models 
are based on reconnection in a large number of thin current sheets, or in multiple 
WDLs in a large number of current channels. 

(2) The Current Limitation: Acceleration by multiple WDLs might be expected to 
produce electrons propagating in one direction. This is unacceptable for bulk ener- 
gization because of a limitation on the current. A mechanism involving reflections 
by solitary waves is proposed here based on an analogy with auroral phenomena. 

(3) Bulk Energization in Storms: Bulk energization seems to occur in type I-III radio 
storms as well as in the impulsive phase of solar flares. 

(4) Prompt Acceleration of Ions: Gamma-ray line emission implies that energetic ions 
are accelerated promptly, and there are several competing theories that seem ca- 
pable of accounting for this. 

(5) Prompt Acceleration of Relativistic Electrons: Prompt acceleration of electrons to 
relativistic energies also seems to occur in the impulsive phase. Acceleration by the 
localized electric fields invoked in the bulk energization should favor the production 
of electrons with a characteristic maximum energy ~ 101° eV. 

In the discussion here it is suggested that bulk acceleration might be analogous to the 
acceleration of auroral electrons, which appears to be due to WDLs associated with 
ion phase space holes. Ion phase space holes have not yet been invoked in the solar 
context. As indicated in Figure 2, ion phase space holes are excited when the electrons 
drift relative to the ions at greater than the ion thermal speed. It can occur when the 
ion temperature is less than the  electron temperature, in which case the ion acoustic 
instability usually invoked in the solar context cannot occur. 

In conclusion, the mechanism for bulk energization of electrons is one of the chal- 
lenging theoretical problems relating to particle acceleration in the solar corona. The 
ideas suggested here are rather speculative and are within the framework of a model 
based on a current viewpoint in which the dissipation is attributed to WDLs. It is 
desirable that these ideas be developed quantitatively and that alternative ideas be de- 
veloped within the framework of a model based on a magnetic-field viewpoint in which 
the dissipation is attributed to reconnection in many current sheets. It might be re- 
marked that the current and magnetic-field viewpoints are quite different in practice, 
and further work needs to be done in reconciling them; in particular the global current 
pattern involved in reconnection models needs to be identified. 
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I n t r o d u c t i o n  

Most of the work on the effects of the impact of an electron beam on the solar atmo- 
sphere has been done through a "test-particle approach", in which the energy 'losses 
for an individuM particle are computed, and the results are convoluted with the initial 
spectrum. This approach can be very useful to study some integrated quantities (energy 
deposition, for instance), as has been shown by Emslie (1978) and Brown (1973), but it 
is inadequate to study processes in which a more complete knowledge of the distribution 
of the electrons in velocity space is needed (e.g. transition rates; see Aboudarham and 
H~noux 1986; Richiazzi and Canfield 1983). And, of course, it is also unable to describe 
purely kinetic effects like diffusion in velocity space or the development of turbulence. 

Leach and Petrosian (1981), using approximate expressions for the interaction with 
neutrals, derived a Fokker-Planck equation corresponding to an electron beam travers- 
ing a partially ionized plasma, and solved it for a number of particular cases. In the 
present study, we derived the collisional terms of the Fokker-Planck equation, includ- 
ing elastic and inelastic collisions with hydrogen and helium atoms. We retained the 
velocity-diffusion term in our calculations, and found that its smoothing action on the 
distribution function becomes noticeable under certain circumstances. To integrate 
our Fokker-Planck equation, we used a quiet-Sun model to describe the chromospheric 
background (Vernazza et al. 1981). 

Col l i s ional  t e r m s  

An electron beam can be described through its distribution function, f ( r ,  v, t), whose 
evolution is given by the Fokker-Planck equation 

0if + V,.. (v f) + I----V v • (F f) = - E Vv. j/~ , (1) 
r~ e 

where rn, is the electron mass, F represents any external force field (e.g. gravity) and 

1 
jf = (Avi># f - -~ gk((Avi Avk>#f) , (2) 
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which describes the effect of collisions with particles of species ft. Here Ok represents the 
partial derivative with respect to Vk. The brackets (Avi) ~ and (Avi Avk) ~ respectively 
describe the change of velocity and its second-order moment due to interactions with 
species /~, averaged over the distribution of the corresponding target particles. For 
highly suprathermal electrons 

(Avi)  ~ -~- nfl v / A v i  da¢t , 

(Avi Avk) ~ = n# v / Avi Avk do'# , 

(3) 

(4) 

where n~ and da B are the particle density and differential cross-section of target species 
ft. We consider Coulomb collisions with electrons and protons, as well as elastic and 
inelastic collisions with hydrogen and helium atoms. Either because of the spherical 
symmetry of the interaction potentials involved or because of the random orientations 
of the atoms, the expressions for the tensors (Avi) ~ and (Avi Avk) ~ reduce to (Trub- 
nikov 1965) 

(Av,> = <A ll ) (5) 
v 

vi Vk vi Vk 
(ZXv  Ave> = - 7  + - -7' ' (6) 

where the subscripts If and ± refer to the orientation with respect to v. 

The differential cross-sections for the various processes considered have been obtained 
from Mott and Massey (1949) and Inokuti (1971). Our results are 

2~re 4 1 (4A n~ + 2A n p +  (8AI~ + 2) nH + (8Aide + 2) 4nile) , (7) (AvlI) -- m~ v 2 

2~re a I 
- (2(n~ + n,)  + 4n~ + 16nne) (8) <(ZXv")2) m~ v 

2~re a 1 
((Av-k)2)-- rn2e v ((2A--1)(ne+np)+4AHnH+16AHenrte) ,  (9) 

where A = in (-~-~-~ ~ / is the Coulomb logarithm (A = k ~ ,  Debye length) and 

the particle densities correspond to electrons, protons and neutral hydrogen and helium 
atoms respectively. For electron beams of 20 keV, we obtain A ~ 21 >> 1. The constants 

1 v = Ari and AHe are Az = n(z--/-~v), where Z=I for hydrogen and Z=2 for helium (aF 
1/137, fine structure constant). 

Stationary Fokker -P lanck  equa t ion  

The typical collision time for 20 keV electrons is 0.02 sec., much shorter than the travel 
time through the chromosphere. Therefore, a stationary model provides a good descrip- 
tion of the beam-chromosphere interaction, even during the impulsive phase of solar 
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flares (except perhaps for particularly bursty events, Kiplinger et al. 1983). We also 
assume that the electron distribution function is cylindrically symmetric with respect 
to an axis z, oriented along the Sun radius. Relativistic effects are important at high 
velocities, but at 20 keV amount only for small corrections; a relativistic version of the 
present calculations can be found in Gdmez and Manas (1991). Therefore, the distri- 
bution function will be f = f(z, v, #), where # is the cosine of the angle between z and 
v. It is straightforward to show that the Fokker-Planck equation becomes 

#v Ozf = -~l [a#O~((l_p2)O~f)) ..Falv Ovf ..Fa2vZOv(Ovf) ] . (10) 

el = v }--~(((Avll)2) ~ - ((Av_L)2) ~) -- v 2 ~ ( A v l I )  ~, a~ = ~ ~ ( ( A v ± ) 2 )  ~ and a 2 = 

}-~((Avl[)2) ~ are only functions of z throughout their dependence on the particle 
densities: 

2~re 4 1 
a .  -- m~ ((A - ~)(n~ + n,)  + 2hi, nil + 8hHenHo)) , (11) 

27re4 ((2A -F 3)ne --F 3np T (4AH nU1--33 )nH -F (4AHe nU1--33 )4nile ) (12) 
a 1 -- me 2 

27re 4 
a 2 = m---~e-e ( h e  "~- n p  "~- 2 n  H -J[- 8 n i l e )  • (13) 

R e s u l t s  

We integrated equation (10) along z, following an explicit scheme. We iterated integra- 
tions forward and backward in z, computing the # > 0 and # < 0 eIectron populations, 
respectively. The incoming electron beam at the top of the chromosphere displays a 
power-law dependence on v, like v -(2~+]) (corresponding to an energy flux spectrum 
E -~) and a ganssian profile for the pitch angle distribution, peaked at # = 1. For the 
background atmosphere we used the quiet-sun chromospheric model by Vernazza et al. 
(1981), as modified by Avrett (1985). 

In Figure 1 we show the results of the integration, both for the complete Equation 10 
and for a calculation we performed setting a2 = 0 to study the effects of not considering 
velocity diffusion. In Figure 1-a we show the distribution function for p = 1, and in 
Figure 1-b n(v) = v 2 f f(v, #)d#, which is the number of particles with velocity between 
v and v+dv. 

As can be seen, the effect is quite important for the non-integrated distribution function, 
in particular at small velocities. This effect can be important when studying some 
angular-dependent quantities, like the polarization of the emitted radiation. For n(v), 
on the other hand, the differences are much smaller. However, it should be pointed out 
that both the position of the maximum of n(v), and the steepness of the rise in n at 
small velocities changes when considering velocity-diffusion. These changes can be of 
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Figure 1. Results of the calculations. Full line: Results obtained inte- 
grating Equation 10. Dotted line: Results for as = 0. The distribution 
function at 2140 km is the injected one. 

importance when studying the possible instabilities of the beam (see e.g. Emslie and 
Smith 1984). 
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NUCLEAR REACTIONS IN FLARES 
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ABSTRACT.. The explosive release of  energy stored in sheared magnetic fields and its subsequent transforma- 
tion to a large extent into kinetic energy of charged particles is a common phenomenon occurring in plasmas 
throughout the universe from a place as close as the Earth's magnetosphere to objects at cosmological distances 
such as quasars. On this vast distance scale the Sun is of crucial importance for the understanding of these phys- 
ical processes. Due to its proximity, flares can be investigated in the gamma-ray regime, which is the domain 
where the accelerated particles leave their fingerprints most clearly and flare-generated particles can be recorded 
in space and related to particular events. 
In this paper we discuss the production of gamma-ray line radiation and neutrons and approach the problem of 
the acceleration and energy release of charged particles from the viewpoint of the observer. 

I. Introduction. During powerful flares the Sun due to its closeness is the brightest gamma-ray source in the 

sky. At maximum phase the number of photons > 0.3 MeV recorded on Earth can be as high as 500 (cm 2 s) -1. 

Then the Sun shines out the most intense gamma-ray bursts by about a factor of ten and it dwarfs the Crab 

pulsar, a typical celestial gamma-ray object, by several orders of magnitude. During the big flare of 

19 October 1989 a flux of 2.6 Photons (cm2s) "1 was recorded by the Solar Maximum Mission (SMM) Gamma- 

Ray Spectrometer (GRS) in the neutron capture line at 2.223 MeV and the line fluence (time integrated flux) 

was close to I000 Photons cm -2. Although these fluxes are record values, it implies that during intense flares 

the Sun can be observed in the gamma-ray regime with high temporal resolution, which opens up the possibility 

to investigate the acceleration of charged particles in great detail. 

In this paper a brief overview is given about nuclear reactions in the solar atmosphere by flare accelerated par- 

ticles, leading to line emission, which together with bremsstrahlung from high energy electrons generate the 

solar flare gamma-ray spectrum. This is followed by a discussion of temporal characteristics of flares and of 

gamma-ray line ratios, which have implications for the problem of particle acceleration. Finally, we comment on 

gamma-ray line fluences as a measure of the number of interacting particles and compare this with particle 

fluxes measured in space. Not covered in this paper are the topics of nuclear line spectroscopy and of nuclear 

line positions and shapes. The reader is referred to [1-7]. 

2. Nuclear Line and Neutron Production. Ganuna-ray lines result from the interaction of high energy particles 

with nuclei of the solar atmosphere. The principal mechanisms for line production are nuclear de-excitation [4, 

7-10], neutron capture [11-14], positron annihilation [1, 15-17], and in a wider sense the decay of flare gener- 

ated neutral pions [12]. 

Inelastic scattering of protons, u-particles and ions, and to a lesser degree spaUation reactions of certain ele- 

ments lead to excitation of nuclei to higher levels. As the life times of the excited states are 10 -12 see or shorter, 

the lines are emitted without a measurable delay and are therefore called prompt lines. For the most abundant 

elements the cross sections for excitation peak around 10 MeV and for spallation at somewhat higher energies 

(~, 20 MeV). This means that the prompt narrow lines (protons and a-particles on heavy atmospheric nuclei) 
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and broad lines (ions on protons and a-particles) are produced predominantly by particles (protons or ions) of 

relatively low kinetic energy of order 10-30 MeV. 

In addition to nuclear de-excitation the interaction of accelerated ions with the solar atmosphere also leads to the 

production of neutrons [11, 12]. The most prolific neutron producing reaction is that of protons on 4He with a 

threshold of about 30 MeV. These neutrons can have different fates [13]: 

• They escape from the Sun (60-70 %) and those reaching Earth before decaying can be detected with suit- 

able detectors in space [18, 19] and on the ground [20-25]. Neutrons leaving the Sun which suffer decay 

can be identified through their energetic decay protons, which are trapped by the interplanetary magnetic 

field [26-29]. 

• They remain at the Sun and, after thermalization, can be captured by nuclei before their decay. The reac- 

tion 3He (n,p)3H proceeds without the emission o f  radiation. The reaction 1H (n, F) 2H produces the 

neutron capture line at 2.223 MeV. Because the capture takes place in the photosphere, the gamma-ray 

photons are significantly attenuated by Compton scattering if emitted parallel to the solar surface. For 

flares observed close to the solar limb, the 2.223 MeV line is therefore strongly weakened in comparison 

to nuclear de-excitation lines, which are produced at greater altitudes [14]. For flares off the limb, the 

2.223 MeV line is by far the strongest one and is thus a good proxy that nuclear reactions occurred in the 

solar atmosphere during a flare. Contrary to the nuclear de-excitation lines, which are emitted promptly, 

the 2.223 MeV neutron capture line is emitted with a delay (see Figures 2 and 3). The delay results from 

the finite capture time of the thermalized neutrons on hydrogen and 3He and depends on the density of the 

respective elements. A study of the time history of the line can thus yield information on the abundance of 

3He and the depth of the atmosphere, where these reactions occur [30-32]. 

Another line which is emitted with a delay (see [33], Fig. 2) is the positron annihilation line at 0.511 MeV. 

Positrons result from accelerated particle interactions which lead to ,8+-emitting radioactive nuclei. The most 

prolific positron emitters are llC, 140, and 150 with halflives of 20.5 rain, 71 see and 2.06 min, respectively 

[11, 17]. Another production mode of positrons is the prompt decay of positively charged pions created by the 

interaction of very high energy protons or ions with matter [12]. The energies of positrons from ,8 + - and pion- 

decay are ~ 1 MeV and 10 - 100 MeV, respectively. The slowing down and annihilation time is inversely pro- 

portional to the ambient density. For reactions to occur in the chromosphere it is short compared to the decay 

times of the radioactive nuclei, so that the delay observed [34] reflects the halflives of the/?+-emitters [35, 17]. 

Very high energy reactions also lead to the production of neutral pions which decay after 10 "15 sec into two 

high energy gamma-ray photons of 68 MeV in the center of mass system. Due to the high energy of the primary 

charged particles (~, 200 MeV) the decay spectrum is Doppler broadened around 68 MeV [12]. 

From the interaction of electrons with matter a continuous spectrum results extending from the energy of the 

most energetic electrons to almost zero. Assuming a power-law spectrum for the electrons the photon spectrum 

is also a power-law at energies ;~ 300 keV [36]. 

3. The Solar Flare Gamma-Ray Spectrum. The solar flare gamma-ray spectrum is therefore a superposition of 

electron bremsstrahlung, narrow and broad line radiation and pion decay emission. In Figure 1 the count 

spectrum of the end phase of the big 6 March 1989 flare is shown between 0.3 and 9 MeV. Below about 1 MeV 

a continuum originating from electron bremsstrahlung is apparent on which the line features of the Li-Be-com- 

plex (a-a) [37], positron annihilation, and iron are superimposed. 
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Figure 1: Count spectrum of the 6 March 1989 flare (end phase). Due to the limb near location of the flare, 
the neutron capture line (n) is attenuated by about a factor of 2. The shoulder-like features shortward of the z2C 
and 160 lines are instrumental. Full line: best fit power-law (< 1 MEV) in photon space transformed to count 
space (from [43]). 

Towards higher energies lines begin to dominate the spectrum. Above 7.2 MeV a marked drop is apparent, 

which is due to a lack of strong nuclear lines above this limit [38]. This disparity between electron continuum 

and nuclear lines in different energy intervals [39, 40] is of great importance, because it facilitates the separation 

of the ionic from the electronic contribution. To accomplish this, the best fit power law obtained at energies 

below 1 MeV, as indicated by the full line in the figure, is extrapolated to higher energies [41]. The excess 

above this extrapolation is ascribed to nuclear interactions. It is especially prominent in the range between 4 to 

7 MeV, which contains the strong lines of 12C and 160. Here, for most flares investigated so far, electron 

bremsstrahlung contributes about 10-30 % to the overall emission (Forrest, private communication). It must be 

pointed out, however, that the applicaton of an unbroken power law may be an oversimplification, if the elec- 

tron bremsstrahlung spectrum should flatten at MeV energies [42] suggested observationally by some rare flare 

events [43, 44]. In this case the ionic contribution is systematically overestimated. 

4. Temporal Characteristics of Flares. The observation of the time history of flares is a powerful diagnostic 

tool providing insight into the_ phenomenon of charged particle acceleration. This was recognized since flares 

have been recorded with high time resolution by radio detectors (see [45, 46]). A more direct approach to elec- 

tron and ion acceleration was given when the Sun could be observed at X-ray and gamma-ray energies by space 

born experiments (see [47, 48]). It must be kept in mind, however, that the emission time history in different 

energy bands is a complicated superposition of acceleration-, storage-, transport-, and energy loss processes 
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[49]. In this paper it is not attempted to disentangle these different phenomena (see [50 - 54]). Here we show 

some typical cases of flare time histories and draw qualitative conclusions about the acceleration of the parent 

particles. 
In Figure 2 and 3 impulsive and gradual events are 

Is00 shown, respectively. The simultaneous peaking of order 

1 see at all energies of the 9 September 1989 flare (see 

also [55]) indicates that the particle injection 

~, 1000 (acceleration) was rather prompt and that storage-, pro- 

g pagation-, and energy loss processes took a very short 

s0o time. The impulsivity of the event is accentuated by the 

quick uprise of the neutron capture line (dashed histo- 

gram). Quite different in appearance to the impulsive 

0 9September 1989 flare is an episode of the 

so 16 December 1988 gamma-ray event (Figure 3, see also 

[56]). Taking the time profile at medium energy X-rays 

as a reference for the acceleration of subrelativistic 
100 200 ~ electrons [57], the peak of the emission in the nuclear 

so 100~ energy band (4.1 - 6.4 MeV) is delayed by about 45 

see. But it is of importance to note that the emission 
c 0 

6~ - rises simultaneously at all energies. 

~a~ t, Of J~ 10-25HeVINIIJI t There isalongstandingcontroversyabouthowtoex- 
plain delays of peak emission between lower and higher 20 

l ~ . .  k r T r a ~ N ~  energies. The virtues of a trap plus precipitation model 

° s / " ~ J ~ _  ~ or a second step (stage) model are discussed extensively 

0 ~  ~ i ' d ~ l  in [58, 75]. In most cases, where peak delays are 
o91o o911 o912 

TIH[ ruT) observed, the emission begins to rise simultaneously at 

all energies [59, 60]. This fact seems to favour a trap 
F i b r e  2. Time history of the 9 September 1989 
flare in different energy bands. Note the impul- plus precipitation model. Apparently, these events occur 
sive appearance of the flare at all energies (ORS on larger loop systems than the impulsive ones, where 
measurement). Dashedhistogram: temporal evo- 
lution of the delayed neutron capture line.(NaI): peak delays are hardly discernible. 
counts of the NaI main detector only. Flare speci- Evidence that particle acceleration in solar flares can 
fications are from "Preliminary Solar Geophysical 
Data" NOAA, Boulder, CO. proceed in two steps or two phases comes from the 

temporal characteristics of the 3 June 1982 Flare [61]. 

This powerful event had a distinctive two-phase appearance at high photon energies (>  25 MeV): a very impul- 

sive peak of short duration ( -  40 see) was followed by a more gradual emission, which lasted several minutes. 

This gradual peak observed at energies > 25 MeV does not stand out in the X-rays and in the nuclear energy 

band. Its spectrum is definitely harder than that of the impulsive burst, showing a large contribution of neutral 

pion decay photons [62]. The appearance of a second peak in the time history of this flare together with particle 

measurements after the flare [63] have been explained as evidence for a second phase acceleration by a shock- 

wave moving through the solar corona and creating a harder particle population than that produced during the 

first and impulsive phase [12]. On the other hand, it was argued that the data can be fitted on the assumption of 

one population of accelerated particles [64, 52, 53]. To explain the second maximum above 25 MeV, a fast rise 
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of plasmaturbulence is assumed to occur at the end of the impulsive phase. This increase of plasmaturbulence 

then leads to precipitation of impulsively created high energy protons by pitchangle scattering (see also [65]). 
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Fibre 3. Time history of an episode of the 16 December 1988 flare in different energy bands. Dashed histo- 
gram: temporal evolution of the delayed neutron capture line (GRS measurement). 
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Concerning the temporal history, the flare of 25 April 1984 shown in Figure 4, looks almost like a twin to the 

event discussed above. At energies above 25 MeV an impulsive burst of about 30 sec duration is followed by an 

intense gradual peak, which is not apparent at lower energies. Relative to the impulsive burst the gradual peak is 

more pronounced in this event than in the 3 June 1982 flare, suggesting a high fluence from pion decay photons. 

Contrary, however, the impulsive burst does not show the spectral hardening at energies above 50 MeV, indica- 

tive of neutral pion decay photons, which makes the 3 June 1982 flare so exceptional [62, 66]. 

5. Nuclear Line Ratios as a Diaenostic @Accelerated Particle Svectra. If the cross sections of two lines have 

widely different thresholds in energy, then their flux or fluence ratio can give information about the spectrum of 

the high energy particles. It was already mentioned that the cross sections for the de-excitation lines of the most 

abundant elements of the solar atmosphere, for instance 12C (4.439 MeV) and 160 (6.129 MeV) are of similar 

energy dependence and peak around 10 MeV, if excited by protons. Their flux ratio is therefore only weakly 

dependent on the spectrum of the energetic particles. On the other hand, the most prolific neutron producing re- 

action (protons on 4He) has a threshold of -~ 30 MeV. Therefore, the ratio of the fluence of the de-excitation 

lines and the neutron yield will depend on the spectral parameters of the particles [16]. Shown in Figure 5 are 

calculations of the yield of the 12C and 160 de-excitation lines (contained in the energy range 4-7 MeV), neu- 

trons, pions, and positrons as a function of the primary proton spectrum under the assumption that the inter- 

acting energetic protons have an isotropic distribution and that they loose all their energy in the ambient medium 

(thick target case) [35]. 
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Fiware 5. Neutron, 4-7 MeV nuclear gamma-ray, positron, tr + and fro production versus the spectral parameter 
of a Bessel function spectrum and power-law spectrum for the primary protons (from [35]). Indicated by the 
dashed area is the range of the spectral parameters deduced from observations. Asterisk: rr°-decay fluence of 
the 3 June 1982 flare impulsive phase [62, 33]. 
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ready mentioned, only part of the neutrons produced are captured by solar atmospheric hydrogen to give deute- 

rium, which then leads to the emission of the 2.223 MeV line [13, 14, 35]. The ratio of the 2.223 MeV and 4-7 

MeV fluence is a measure of the steepness of the proton spectrum predominantly in the energy range 10- 

100 MeV. Shown by the dashed area in Figure 5 is the range of parameters a T (Bessel function) and s (power 

law) which is determined from the fluence ratio of 12 solar flares [14, 33]. 

It is clear that the fluence ratio of the lines mentioned does not enable us to deduce the spectral shape - Bessel 

function versus power law - of the energetic particles. A third and deciding point on the particle spectrum is 

necessary. This point is available when photons from the decay of neutral pions can be observed. The threshold 

for neutral pion production is above 100 MeV, so that by measuring the pion decay fluence we get information 

about the number of interacting protons of several hundred MeV. As up to now, however, there is only one 

event, the 3 June 1982 flare, which definitely showed neutral pion decay emission during the impulsive phase 

[62]. This pion decay fluence normalized to the 4-7 MeV fluence is inserted into Figure 5 by an asterisc at a 

spectral parameter value obtained from the fluence ratio of the 4-7 MeV nuclear excess and the 2.223 MeV line. 

It is evident that a power law spectral form of the energetic particles is ruled out. This conclusion is supported 

by the measurement of the arrival times of high energy neutrons at the GRS after the flare [35, 61, 67]. There is 

in fact no flare, for which an unbroken power law for the spectrum of the interacting primary particles is sug- 

gested by the gamma-ray measurements. A second phase is obviously needed to create such a hard spectrum. 

6. Nuclear Line Fluences as a Measure of  the Number of  lnteractin~ Particles and Solar Enereetic Proton 

Events. In the previous chapter it was shown that the fluence ratio of certain nuclear lines bears information on 

the spectrum of the accelerated interacting particles. By using the absolute value of nuclear line fluenees the 

number of interacting particles can be determined. As already mentioned, the energy band from 4-7 MeV which 

contains the strong nuclear lines of carbon and oxygen is an important measure of the interaction rate of ener- 

getic protons in flares. As can be seen in Figure 5, the yield calculations have been normalized to 1 proton with 

an energy of > 30 MeV. By assuming isotropic emission of the 4-7 MeV photons and negligible attenuation in 

the solar atmosphere, for a measured nucleonic excess photon fluence of ~O (y cm'2), the total number of in- 

teracting protons (> 30 MeV) is obtained according to 

Np (> 30 MeV) = ~0 (4-7 MeV) • Q'1(4-7 MeV) • 4rrd 2 (1) 

where Q(4-7 MeV) is the photon yield in the energy interval 4-7 MeV and d is the Sun-Earth distance. To 

determine the number of interacting protons, the spectral parameter must be known, which can be obtained as 

described in the previous chapter. If, on the other hand, the neutron capture line is too much attenuated in case 

the flare is too close to the solar limb, the 4-7 Mev fluence, by itself, is also a reliable measure of the number of 

interacting particles, because the 4-7 MeV yield is relatively independent on the spectral parameter within the 

range that flares have been observed (Figure 5). The computed number of interacting particles even depends un- 

critically on the assumption of their spectral shape (see [35], Table I). From a measured excess fluence of 100 

photons cm -2 in the energy range 4-7 MeV roughly 1033 Protons (> 30 MeV) interacting in the solar at- 

mosphere can be calculated. 

It is of interest to examine the relationship between the number of particles producing the gamma-ray emission 

(interacting particles) and those observed in interplanetary space after those flares (escaping particles). In order 

to minimize the influence of coronal and interplanetary transport effects only 'magnetically well connected' solar 

energetic proton events can be used. For these well connected events the peak flux is thought to be a reliable 
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energetic proton events can be used. For these well connected events the peak flux is thought to be a reliable 

indicator of the particle fluence injected into space [68, 69]. Investigations have yielded a surprising lack of cor- 

relation between the number of interacting and escaping particles (see [70, 71]). This is confirmed by a recent 

compilation of gamma-ray line events (GRL) and solar energetic proton events (SEP's) observed from February 

1980 through January 1985 [72]. It is pointed out that this lack is primarily due to several large proton events 

for which no gamma-ray line emission was detectable. Conversely, however, GRL events are mostly associated 

also with SEP's. If the ratio (R) of the number of interacting to escaping protons is plotted versus the decay time 

of the flare soft X-ray emission, a tendency is evident in the sense that R is high (--- 100) for impulsive events 

and gets progressively lower for long duration events (see also [73, i, 14]). This tendency implies that for 

impulsive flares the accelerated particles are effectively confined in closed (low lying) magnetic flux tubes and 

thus make gamma-ray lines so readily observable, whereas for long duration events the particles have easy 

access to open magnetic field structures. A new twist is added when the occurrence of coronal mass ejections 

(CME's), which represent the low energy end of accelerated particles, is correlated with GRL events [74]. It is 

found that after GRL events fast CME's are observed, irrespective if the flare is impulsive or gradual. On the 

other hand, there are fast CME's which lack an association with GRL events. It is therefore argued that CME's 

are not a sufficient condition for GRL events to occur, but that they can represent favourable conditions for 

proton acceleration through reconnection in the lower corona, which then lead to nuclear reactions resulting in 

gamma-ray line emission. 

7. Concludine Remarks. Before the Sun was routinely observed in the gamma-ray regime by the SMM and 

Hinotori satellites, gamma-ray line radiation in flare, s was assumed to be a characteristic only of some very large 

and outstanding events. Since then evidence for line emission was obtained in more than 100 flares. The meas- 

urements yield new and stringent constraints on models describing the acceleration of charged particles as it is 

shown that ions and electrons can be accelerated to high energies in one step rather promptly. The ratio of the 

fluences of certain nuclear lines gives a handle to deduce spectral parameters of the primary accelerated par- 

titles. The absolute values of the line fluences are used to calculate the number of particles interacting in the 

solar atmosphere, which can be compared with the number of the escaping ones. In view of these capabilities 

one would expect the gamma-ray domain to get better notice in the literature dealing with flare phenomena. 
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Abstract 

Radio spectra of some eruptive flares are described. Most of them 

do not conform to the classical spectrum schema. Both the type I burst 

chains associated with the filament activation phase of the May 16, 

1981 flare, and the slow negative drift of the group of type III and 

U bursts in the July 12, 1982 and June 15,1991 flares illustrate the 

upwards expansion of complete magnetic structures. In some eruptive 

flares, e.g. April 24, 1985, reverse drift bursts are observed prior 

to the upwards expansion. In addition, narrowband dm-spikes and 

a variety of positively drifting features are frequently observed. 

These are believed to be radio signatures of localized reconnections 

and of the spreading of flare dissipative processes. Results of 

numerical simulations supporting these ideas are presented. 

I. Introduction 

Due to radiative processes of superthermal particles the radio 

bursts observed during solar flares are traces of superthermal 

particles from their accelerations up to their relaxations. While for 

the radio emission of superthermal particles on frequencies higher 

than I000 MHz the gyrosynchrotron mechanism is usually considered, on 

lower frequencies the collective plasma processes generating radio 

bursts are assumed. In the later case the causes of radio emission are 

always the processes, in which the free energy of superthermal 

particles is transformed into electromagnetic waves by plasma 

instabilities and nonlinear effects. From such a point of view we want 

to analyzethe radio emission of eruptive flares. Firstly, the radio 

spectra of some eruptive flares are presented and then the 

corresponding flare plasma processes are discussed. 

2. Observations 

Comparing the Figure 1 and the 'typical' radio spectrum of solar 

flares (Figure III.26, Krdger,1979) we can see that the radio spectrum 
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of the eruptive flare from May 16, 1981 differs in several aspects. 

Firstly, the flare starts with reverse drift bursts. Secondly, the 

group of broadband type III radio bursts, which is considered as 

a radio signature of impulsive phase, is missing. On the other hand we 

can see a global drift of all these bursts towards lower frequencies. 

This is expressed by type I negatively-drifting chains , which were 

observed just after Ha filament activation (F&rnik et al., 1983; 

Karlick~ and Ji@i~ka,1983)) and by the frequency drift of group of 

narrowband dm-spikes at 0825-0826 UT. Moreover in this phase 

interesting positively drifting features were observed at 0817-0821 

UT. A similar sequence of radio bursts were observed during the July 

12, 1982 and April 24, 1985 eruptive flares (Aurass et ai.,1987). The 

flares start again with the reverse drift bursts, followed by 

a negatively drifting group of type III and U bursts. Further example 

of radio spectrum with the negatively drifting group of type U bursts 

is the radio spectrum of the June 15,1991 eruptive flare (Figure 2). 

3. Interpretations 

a) Global slow-negative frequency drift of radio bursts 

According to the models (Van Tend and Kuperus,1978; Priest,1982; 

Kaastra,1985; Forbes and Isenberg,1991) the eruptive flares start due 

to an instability of the arcade of magnetic loops, crossing over the 

magnetic field neutral line. The arcade expands and the filament, 

which is usually carried by this arcade, is moving upwards; the 

filament is activeted. Assuming the plasma radiative mechanism for 

bursts under study and sequential acceleration of beams in such 

expanding arcade, we obtain just the group of type U or III bursts 

observed successively on lower and lower frequencies, similar 

observations of the June 27, 1981 eruptive flare were described in the 

paper of Leblanc et al. (1983). This flare scenario also agrees with 

the observed type I burst chains, which are according to spicer et al. 

model (1981) the radio emission from weak MHD shock, forming on the 

upper boundary of expanding magnetic loops. 

b) Reverse drift bursts and positively drifting features 

In the paper by F~rnik et al. (1983) the following working 

hyphothesis was suggested: In a distant small flare an electron beam 

was accelerated. Then, propagating along the huge coronal loop, it 

generates on its downward path the reverse drift bursts and finally 

penetrates into the current system of the main flare. Here the beam, 

through generation of Langmuir waves, increases the electric 
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resistivity and thus triggers the flare. This hyphothesis is 

interesting not only for the interpretation of the first group of 

reverse drift bursts at 0750 UT of the May 16,1981 flare or for the 

explanation of so called sympathetic flares (~vestka,1981) but also 

for the flare process itself. Namely, in agreement with the paper by 

Norman and Smith (1978), we believe that the flare dissipative 

processes are spreading in the flare volume and that electron beams 

are the transport agents of such spreading. We suggest that some 

reverse drift bursts and positively drifting features can be 

interpreted by such processes. Numerical simulations supporting these 

ideas are presented in the following. 

c) Narrowband dm-spikes 

The observational characteristics of these spikes were described 

in papers by Benz (1986) and Karlick~ (1984,1986). Although in most 

cases the dm-spikes were observed during the flare impulsive phases, 

in eruptive flares these spikes are observed later, usually prior to 

the type II burst observation. In the May 16,1981 flare the group of 

these spikes coincides with the first peak of the hard X-ray and 6-cm 

radiations. There are two classes of dm-spikes models: plasma models 

(Kuipers et ai.,1981; Tajima et ai.,1990; Wentzel,1991), and models 

based on electron cyclotron maser (Melrose and Dulk, 1982; Winglee and 

Dulk,1986; Li,1986). It was suggested that the narrowband dm-spikes 

are the radio signatures of runaway electrons accelerated in localized 

reconnections (Kuijpers et ai.,1981). This model is close to the 

microflare concept of solar flares (Vlahos,1991). 

4. Numerical results supporting the presented interpretation 

a) Effects of externally generated Langmuir waves in current-carrying 

plasmas (Karlick~ and Jungwirth, 1989; Jungwirth and 

Karlick~,1989). 

Among the presented ideas triggering and spreading of flare 

dissipative processes by electron beam belongs to the most important. 

The full solution of this problem is difficult, and therefore, we 

studied only the effects of the presence of externally (by beam) 

generated Langmuir waves in current-carrying plasmas. Firstly, we 

showed that the Zakharov equations (Zakharov, 1972), describing 

nonlinear interactions between Langmuir and ion-sound waves, remains 

formally the same also for current-carrying plasma. But the variables 

must be transformed. This enables us to use all known solutions of 

Zakharov equations also for current-carrying plasma. This analytical 
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base was used for the interpretation of our numerical results: The 

task was solved by the electrostatic particle code (KarlicM~,1987). 

The computation was made in the system with L = ~=I00~D, mi/m e = I00, 

with 20000 particles. In the initial state the momochromatic wave with 

wavelength A and energy W/nekT e = 0.3 was generated. Then the 

development of electrostatic field energy of such system for various 

electron-proton drift was computed. In all cases the Langmuir wave 

energy was absorbed in the system. This is because the modes, 

generated from the unstable original wave, strongly interact with the 

background plasma particles. Thus the plasma is heated. In the case of 

nonzero electron-proton drift we found some additional heating coming 

from electron-proton drift. That means that Langmuir waves stimulate 

the dissipation of current energy. In such a sence the electron beam 

can trigger and spread the flare dissipative processes. 

b) Responce of current sheet to a time-limited enhancement of 

electric resistivity (Karlick~, 1988) 

From the macroscopic point of view the above discussed Langmuir 

wave effects represent anomalous resistivity. Now the question arises 

what happens when such processes occur in the current sheet. Firstly, 

similarly to the paper by Ugai (1982) we solved the set of MHD 

equations in the current sheet, where in one location we increased 

electric resistivity. At this X-point we studied the evolution of 

pressure, mass density, and electric current. We obtained results, 

which are typical for a reconnection in the current sheet. Then we 

interrupted the asssumed resistivity enhancement at different times. 

For the early interruption we found a very slow evolution of the 

current sheet. On the other hand, when we interrupt the resistivity 

enhancement in a later phase (after the plasma obtained relatively 

high velocities), the plasma through its inertia compresses the 

current sheet which leads to a fast growth of current densities. Some 

current threads can become unstable due to current instabilities and 

thus the new localized reconnections can start. Because these 

reconnections are the sources of new accelerated beams, the kinetic 

and MHD processes described here are obviously connected and form so 

called dissipation-spreading process in the sence of Norman and 

smith's paper (1978). The presence of superthermal particles in such 

processes gives us a chance to observe them on radio waves. 



176 

References: 

Aurass,H.,Chernov,G.P.,Karlicky,M.,Kurths,J.,Mann,G.:1987,Solar Phys. 
112,347. 

Benz,A.O.:1986,Solar Phys.104,99. 
F&rnik,F.,Kaastra,J.,Kalman,B.,Karlick~,M.,Slottje,C.,Valni~ek,B.: 

1983,Solar Phys.89,355. 
Forbes,T.G.,Isenberg,P.A.:1991, Astrophys.J. 273,294. 
Jungwirth,K.,Karlick~,M.:1989,Czech.J.Phys. B32,1285. 
Kaastra,J.:1985, Solar Flares - An electrodynamic model, Thesis, 

Utrecht University. 
Karlick~,M.:1984,Solar Phys.92,329. 
Karlick~,M.:1986, Rapid Fluctuations in Solar Flares (eds.B.R. 

Dennis,L.E.Orwig), NASA Conf.Publ.2449,155. 
Karlicky,M.:1987,Bull.Astron. Inst. Czechosl.38,201. 
Karlick~,M.:1988,Bull.Astron. Inst.Czechosl.39,13. 
Karlick~,M.,Ji@idka,K.:1983, Noise Storm Coordinated Observations 

(ed.E.O.Elgaroy), Rep.57,Inst.Astr.,Oslo,p.81. 
Karlick~,M.,Jungwirth,K.:1989,Solar Phys.124,313. 
Kr~ger,A.:1979, Introduction to Solar Radio Astronomy and Radio 

Physics,D.Reidel Publ. Comp.,Dordrecht,Holland. 
Kuijpers,J.,Van der Post,P.,Slottje,C.:1981, Astron.Astrophys.103,331. 
Leblanc,Y.,Poquerusse,M.,Aubier,M.G.:1983, Astron.Astrophys.123,307. 
Li,H.W.:1986,Solar Phys.104,131. 
Melrose,D.B.,Dulk,G.A.:1982,Astrophys.J.259,844. 
Norman,C.A.,Smith,R.A.:1978,Astron.Astrophys.68,145. 
Priest,E.R.:1982,Fundamentals of Cosmic Physics 7,363. 
Spicer,D.S.,Benz,A.O.,Huba,J.D.:1981,Astron.Astrophys.105,221. 
~vestka,Z.:1981,in Solar Flare Magnetohydrodynamics (ed.E.R.Priest), 

Gordon and Breach Publ. Comp.,New York,47. 
Tajima,T.,Benz,A.O.,Thaker,M.,Leboeuf,J.N.:1990,Astrophys.J. 353,666. 
Ugai,M.:1982,Phys.Fluids 25,1027. 
Van Tend,W.,Kuperus,M.:1978,Solar Phys.59,115. 
Vlahos,L.:1991,Dynamics of Solar Flares (eds.B.Schmieder and 

E.R.Priest), Flares 22 Workshop,p.91. 
Wentzel,D.G.:1991, Astroph.J. 373,285. 
Winglee,R.M.,Dulk,G.A.:1986,Solar Phys.104,93. 
Zakharov,V.E.:1972,Zh.Exp.Teor. Fiz.62,1745 (in Russian). 



ARCSECOND DETERMINATION OF SOLAR BURST CENTERS OF EMISSION 

SIMULTANEOUS TO HIGH TIME RESOLUTION AND HIGH SENSITIVITY AT 48 GHZ* 
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05508 - Sao Paulo, SP, Brazil 

and 

R. Herrmann and A. Magun 

Institute of Applied Physics, University of Bern, 

Sidlerstrasse 5, CH-3012 Bern, Switzerland 

(Extended Abstract) 

A 48 GHz five-radiometer front-end and a fast data acquisition system 

was developed at the University of Bern and used together with the 

13.7 m Itapetinga antenna to observe solar bursts. The system produces 

five beams overlapping by one HPBW (2 arcmin) as shown in Figure i, 

and allows the spatial determination of the burst emission centers 

with angular accuracy of 5 to 19 arcseconds in absolute position, 

depending on the angular distance from baricenter, simultaneously to 

1 ms time resolution and sensitivity of 0.04 s.f.u.. 

X 
D 

Fig. 1 - Spatial configuration of the five antenna beams. The contours 
are at one HPBW (2 arcminutes). 

* A full version of this paper will be published elsewhere. 
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The system became operational late in 1989 and several solar bursts 

have been detected since then. All events have polarization and 

spectral information obtained at Bern or at OVRO, and some of them 

have also spatial information obtained by VLA and/or OVRO. 

Preliminary analysis of dynamic position behaviour of the emission 

centers, during impulsive events, suggests the existence of two broad 

classes of bursts. The first one, with 3 events, is a well localized 

kind of event, where the emission center remains inside an area of 

less than 22x22 arcsec, as the emission structures evolve in time 

(Figure 2). The other type, with 6 events, shows a large positional 

spread of the emission centers (Figure 3). Both types could be the 

result of a superposition of more than one source of activity, or a 

genuine source movement. The typical rate of emission center 

displacement is i0 arcsec/sec, comparable to Alfven velocities in 

solar plasmas, assuming movements, but can be 10 times higher in some 

cases. Possible limiting instrumental effects as well as the genuine 

physical movements of the bursting sources are discussed together with 

suggestions for interpretation. 

66 
• m I e 

D ', # 'le,& ,# ,: : %.. 
II %,, ~ M 

30 DECEMBER 1990 C ~I E ~ 62 ~" . . . . . - - -H 
4e Guz I~ - 2 "  " ~  

Z i F • 

5 S.F.U. K 

18:28:50,8 18:29:8 18:29:18,8 
TXl, m 

Fig. 2 - December 30, 1990 solar burst observed at Itapetinga Radio 
Observatory. In the box are the emission center positions 
relative to baricenter, at different times as marked in the 
event time profile. This is an example of a well localized 
event. The position variation stays inside an area smaller 
than 20 x 20 arcsec. The box scale is in arcsecs. The 
positions were calculated for fluxes above 3.6 s.fou., and 
32 ms time resolution. 
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TRAPPING AND ESCAPE OF THE HIGH ENERGY PARTICLES 
RESPONSIBLE FOR MAJOR PROTON EVENTS 

Donald V. Reames 
Laboratory for High Energy Astrophysics, Code 661 

NASA Goddard Space Flight Center, Greenbelt, MD, 20771, USA 

ABSTRACT 
During the last few years, we have learned to distinguish the particle acceleration 

mechanisms involved in impulsive and gradual flares directly from particle observations 
at 1 AU. Energetic particles from impulsive flares are characterized as rich in 
electrons, 3He, and Fe and high ionization states of Fe indicate that the material has 
been heated in the flare. Particles from these events are only seen from magnetically 
well-connected flares, and the particles reach maximum intensity in a few hours. 
Particles from gradual events have heavy element abundances (e.g. Fe/C) and ionization 
states that are near their coronal values but protons are strongly enhanced. Gradual 
events come from a wide longitude region and particle intensities remain high for 
several days, much longer than the associated phenomena at the Sun. Most major proton 
events are gradual events, but some are impulsive or have both impulsive and gradual 
phases. The extended evolution of the major proton events in space and time can no longer 
be understood in terms of slow diffusive transport of particles through the corona and 
interplanetary medium, since particles from the impulsive events are found to behave 
much differently. The observations can be understood only if the major gradual events 
involve a large interplanetary shock wave that accelerates particles over an extended 
region of longitude for a long time. 

Wave-particle interactions play a major role in the trapping and acceleration of 
particles in large events. Streaming particles may be scattered by self-amplified waves 
that provide a throttl ing mechanism that limits the particle intensities from large 
events and distributes particles in time as they leak from the source region. Diffusive 
containment allows particle acceleration to occur on open as well as closed field lines 
in both impulsive and gradual events. 

1. INTRODUCTION 
Sometimes nature is a bit contrary. We try to study one thing and, in fact, we learn 

about something quite different. So it is with solar energetic particle (SEP) events. In the 
last few years we have focused heavily on the anomalous particle abundances associated with 
small impulsive solar flares (see review by Reames 1990a). These electron-, 3He- and Fe-rich 
events provide information on the wave-particle interactions in the flare. The particles are 
only observed from magnetically well connected western flares and they stream outward from the 
flares to produce events that last only a few hours. However, it is not these events, 
themselves, that concerns us here, it is the revolution they have caused in our thinking about 
particle transport and storage that must also apply to the major proton events. 

Most major proton events are different in character from impulsive-flare events (there 
are a few large impulsive-flare events with the properties described above). These events are 
dominated by protons, with H/He a factor of - 10 larger than the coronal value. Averaged over 
many events, however, the abundances of He and heavier elements are in excellent agreement 
with the coronal abundances. Ionic charge states are the same as those in the corona or solar 
wind typical of temperatures of -2x l0SK,  indicating that ambient material has been 
accelerated. The events are associated with gradual flares and 96% (Kahler et aL 1984) have 
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coronal mass ejections (CMEs). These particle events often last for days, remaining at peak 
intensity for most of this time, and they are associated with flare events at all longitudes 
across the visible solar disk, and sometimes beyond. 

Historically, one of the most puzzling aspects of the major events is their duration. 
The particle intensities often peak 12-24 hours after the onset of the flare event, long after 
most of the flare-related phenomena at the Sun have died away. This is often explained by 
either storage of particles near the Sun and by slow diffusion of particles out to 1 AU with 
scattering mean free paths of <0.1 AU. But why do particles of the same energy from impulsive 
flares peak within 1-4 hours of the flare? If they come from compact flares deeper in the 
corona than the gradual events, why aren't they even more likely to be stored? 

The large longi tude span of the major events is equally problematic. If part icles 
diffuse across field lines in the solar corona in gradual events, as has been proposed (Reid 
1964; Wibberenz et aL 1989), why not in impulsive events? Heated Fe nuclei in +20 ionization 
states at energies above an MeV/amu are moving much too rapidly to capture electrons so as to 
reduce their ionization states to - + 13. Why aren't high charge states and enhanced abundances 
seefi at large angles to the flare. Conversely, why aren't gradual-flare particles phenomena 
confined in longitude like those of impulsive flares? 

Thus it is that observat ions in impulsive events have forced us to re-examine the 
physical processes of particle acceleration, containment and transport in major proton events. 

2. PARTICLES FROM IMPULSIVE AND GRADUAL FLARES 
One of the clearest characteristics of the particles from impulsive solar flares are the 

abundance enhancements. These events have enhancements in3HefHe by factors as large as 104 
and enhancements in Fe/C of -10 compared with coronal values (see Reames 1990a). The Fe ions 
are highly ionized (+20), indicating heating to temperatures of 2x107 K (Luhn et al. 1987). 
Impulsive events are also electron-r ich 
(Cane, McGuire and von Rosenvinge 1986), 
they are associated with the electrons that 
produce type III radio bursts (Reames, von 
Rosenvinge and Lin 1985; Reames and Stone 
1986). E lect rons provide good t iming 
information to determine flare associations 
of the particles, and the complete X-ray and 
radio properties of many events have been 
examined (Reames et aL 1988). Even though 
the particles are only observed from magnet- 
ically well-connected western flares (Reames, 
Kallenrode and Stone 1991), such flares are 
not rare, a recent study has examined abund- 
ances in a sample of 228 3 He-rich events 
(Reames et aL 1991). Furthermore, there is 
now confirmation that the abundances of the 
energetic beam in a gamma-ray line flare show 
the same 3He- r i ch ,  Fe- r i ch  pa r t i c l e  
abundances inside the flare loops as those 
observed at 1 AU from impulsive flares 
(Murphy et aL 1991). 
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Fig. 1 Histogram of Fe/C for electron events. 

A good comparison of the abundances in gradual and impulsive events is given by a recent 
study of electron events (Reames, Cane and von Rosenvinge 1990), where both classes are 
sampled. Figure 1 shows a histogram of the distribution of Fe/C for these events. The3He - 
rich events are identified by the blackened subset of the histogram. The distribution of this 
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same sample of events in flare longitude is shown in Figure 2a. Note that the Fe-rich events 
are clustered around W55 ° while the Fe-poor events are more evenly distributed in longitude. 
The corresponding longitude distribution of a sample of major proton events (Cane, Reames and 
von Rosenvinge 1991) is shown in Figure 2b. Note the even distribution of events in longitude 
and the generally lower values of Fe/C for the latter events. A few well-connected events in 
Figure 2b also have large values of Fe/C. These events usually have a strong impulsive phase 
and an Fe-rich population of energetic particles from this impulsive phase is seen early in 
the event, followed by Fe-poor particles (Reames 1990b). 
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3. T I M E  P R O F I L E S  
For many years studies of SEP time 

p ro f i l e s  were  l im i ted  by i n s t r u m e n t  
sensitivity to proton observations in large 
events. These slowly evolving profiles were 
fit to models involving impulsive injection 
at the Sun and slow diffusion to 1 AU (e.g. 
Reid 1964). The slow diffusion seemed 
necessary to explain why the proton events 
lasted days longer than the visible flares, 
and the models gave scattering mean free 
paths, ~, on the order of 0.1 AU or less 
(see Pa lmer  1 9 8 2 ) .  As i n s t r u m e n t  
sensitivity improved, however, we began to 
observe many impulsive events in which the 
particle transport was nearly scatter free 
(~ - 1 AU) as judged from the part icle 
angu la r  d i s t r i b u t i o n s  as wel l  as the i r  
profiles (Reames, von Rosenvinge and Lin 
1985; Earl 1989; Mason etaL 1989)o 
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Fig. 3 Time profiles showing impulsive and 
gradual events. 

Figure 3 shows an example of both impulsive and gradual events. Two impulsive flare 
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events, labeled by the flare longitudes, are dominated by electrons, but both electrons and 
protons peak within an hour of the flares (both events have Fe/C > 1). A large proton event 
begins from a W21 ° region a few hours after the second impulsive event and terminates near the 
time of passage of a shock (labeled SC), 3 days later. It is unlikely that the slow rise of 
the large proton event results from a sudden change in the properties of the interplanetary 
medium. An even more striking example of an impulsive event that occurs during a gradual 
event was shown by Mason eta/. (1989). Recent work (Mason, Reames and Ng 1991) has shown 
that even classic "diffusive" profiles, observed by spacecraft at several heliospheric 
distances, can be fit by a slowly evolving source and rapid (~ =0.8 AU) transport. 

V e r y  f l a t  t ime  p r o f i l e s  of MeV 
particles are common in major proton events. 
Several such profiles are shown in Figure 4 
for major events selected by the presence of 
135-206 MeV protons (see Reames 1990b). The 
1982 June 3 event shown in the figure is 
best described as a large impulsive event; 
it has a declining profile and Fe/C=4.3 (Van 
Hollebeke, McDonald and Meyer 1990). The 
remaining events in the figure rise rapidly 
to a plateau in intensity, sometimes rising 
again to a maximum as the shock passes. The 
plateau region may be related to the maximum 
intensity of streaming particles that can 
emerge from the shock without producing 
self-amplified Alfv~n waves that scatter and 
retard the streaming part icles (Reames 
1990b; Ng and Reames 1991). The flat time 
p ro f i l es  may resu l t  f rom c o n t i n u o u s  
a c c e l e r a t i o n  by a s h o c k  wave as it 
propagates out to 1 AU (Lee and Ryan 1986). 

The time to maximum intensity is an 
important parameter when the particles are 
streaming outward so that this time is a 
property of the acceleration source. Since 
major proton events are virtually always 
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Fig. 4 Time profiles of major proton events 
often show an extended plateau region. 

accompanied by CMEs, Kahler, Reames and Sheeley (1990) plotted particle intensities as a 
function of the radial distance of the CME rather than a function of time. Such a plot is 
shown in Figure 5 for I MeV electrons and 175 MeV protons for 9 proton events. The events 
peak when the CME has propagated several solar radii above the surface and a greatly extended 
geometry must prevail. This late time of maximum is interpreted in terms of the evolution of 
the bow shock formed by the CME. 

4 .  DISCUSSION 
The studies of small impulsive flares have had a profound effect on our understanding 

of major proton events, namely: 
(1) They have forced us to consider all events under nearly scatter-free interplanetary 

transport, implying long acceleration times for the major events. 
(2) The longitude distribution of the impulsive events, as well as multi-spacecraft 

observations of them, suggests that most of the particles are confined to a narrow cone. 
If particles from impulsive flares are unable to diffuse freely through the corona, those 
from major flares should be equally constrained. We are forced to attribute the great 
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longitude extent of the major events to a CME-driven shock wave that easily crosses magnetic 
field lines to accelerate particles throughout much of the inner heliosphere. 

(3) Studies of impulsive flare events have provided a new tool, Fe /C  or Fe/O,  to 
distinguish particle acceleration modes. Within a single large well-connected event we can 
see an Fe-rich particle population, from the impulsive phase, early in the event followed by 
an Fe-poor population from the slowly evolving shock (Reames 1990b). 

Meanwhile, the older paradigm, that postulated diffusive transport through the corona, 
has had little success during the last 25 years in identifying a mechanism that would make it 
easier for particles to cross field lines to spread uniformly throughout the corona than to 
escape the Sun. A priori, this model could parameterize abundance variations such as Fe/C in 
terms of rigidity (gyroradius) dependence in the transport, however, it is difficult to 
understand why multi-spacecraft observations (Wibberenz et al. 1989) show such a small 
longitude dependence in e/p where the rigidity (gyroradius) difference of the two species is a 
factor of - 1000. While parameters can be chosen to fit these data, a physical understanding 
is lacking. Transport-based models fail completely to explain the longitude-dependent 
observations of 3 H e/~ He and of the charge state of Fe. 

One of the more confusing aspects of the study of major proton events has been the varied 
appearance of the time profiles as a function longitude. These can be understood in terms of 
the large scale structure of the shock and its related driver gas moving radially outward from 
the Sun (Cane, Reames and von Rosenvinge 1988). For western events, the observer is only well 
connected to the shock early in the events, for eastern events, the peak intensity will occur 
after passage of the local shock when the observer is connected to the strong acceleration 
source near the nose of the shock. For events near central meridian, intensities may drop 
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near the time of shock passage as the observer enters the driver gas behind the shock. 
Generally speaking, the baffling array of intensity profiles can now be understood in terms of 
the large scale structure of the interplanetary shock. 

Another lesson from small impulsive flares is that particle acceleration must occur 
on both open and closed field lines. In very small events with no shocks or CMEs evident, 
particles accelerated on closed loops have no avenue of escape; particles with gyroradii of - 
1 cm are unlikely to escape a 10,000 km loop by scattering. Wave energy in the source can 
easily cause sufficient scattering, however, to effectively confine the particles on either 
open or closed field lines during acceleration. Particles in closed loops that leak from this 
diffusive containment region will eventually scatter into the loss cone to stop or interact in 
the denser atmosphere below, those on open field lines can stream away from the Sun. In terms 
of trapping, the situations for stochastic and shock acceleration are similar. In the latter 
case, particles are confined near the shock by self-amplified Alfv~n waves generated by 
particles that streamed away previously (Lee 1983). Understanding wave-particle interactions 
has become central to our understanding of both trapping and acceleration in particle events 
of all sizes. 
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C O R O N A L  A N D  I N T E R P L A N E T A R Y  T R A N S P O R T  OF 
S O L A R  F L A R E  P R O T O N S  F R O M  T H E  G R O U N D  L E V E L  E V E N T  

OF 29 S E P T E M B E R  1989 

P.H. Stoker, PU/FRD Cosmic Ray Research Unit 
Potchefstroom University for CHE, Potchefstroom 2520 SOUTH AFRICA 

A B S T R A C T  

This behind-the-limb (assumed West 105 degrees) solar proton event was recorded 
by all global neutron monitors with an onset time at 1148 UT ± 2 minutes irrespective 
of viewing direction and cutoff rigidity. Neutron monitors with viewing directions of 
asymptotic longitude between 180 and 340 degrees East recorded a much faster rise 
time (,,~ 10% per minute) in count rate from onset to maximum than the ,-~ 2% rise 
time between 0 to 100 degrees East, irrespective of cutoff rigidity. The exponential 
decay time changed from ,,~ 40 minutes for Pc>~ll GV to ~ 200 minutes for Pc~l  
GV. These observations are compared with computations from models of coronal and 
interplanetary transport. 

Introduct ion  

At 1120 UT on 29 September 1989 an extremely intense solar radio emission typical 
of solar flare activity has been observed (Solar-Geophysical Data, 1989), with no solar H- 
alpha flare on the visible solar hemisphere that might be associated with an event having 
this intense radio emission. The solar patrol photographs (Swinson and Shea, 1990) 
show a behind-the-limb flare-like brightening, with loops of extraordinary long duration 
(> 10 hours) on the Sun's southwestern limb. These optical observations together with 
solar X-ray emission detected by the NOAA SMS/GOES spacecraft (Solar-Geophysical 
Data, 1989) with onset at 1047 UT, maximum 1133 UT, magnitude X 9.8) placed the 
flare at approximately 105 degrees West. The very intense and energetic solar nuclear 
particles that have been detected by ground-level cosmic ray neutron monitors around 
the globe, must have been produced by this flare. 

Flare-associated solar energetic particles are usually assumed to be accelerated 
within the flare region, then released, subsequently propagating in the corona and lost 
gradually to the interplanetary magnetic field (IMF) lines for detection by spacecrafts 
and on Earth. Coronal transport is accepted on account of theoretical arguments and 
because observations have shown that particle populations were not generally able to dif- 
fuse across IMF lines. Reid (1964) and Axford (1965) postulated homogeneous isotropic 
two-dimensional diffusion of solar protons, released from the solar flare, between an in- 
ner reflecting boundary and an outer partially absorbing boundary surrounding the Sun 
in the solar corona. The particles leak through the outer boundary and move then along 
interplanetary magnetic field lines towards the points of observation. Axford assumed 
that diffusion perpendicular to the IMF lines was negligible in order to explain the ini- 
tial anisotropy of an event. An irregular component of the IMF lets solar particles to 
propagate diffusively and accounts for the approach to isotropy. 

Burlaga (1967) represented a mathematical model of solar flare particles diffusing 
anisotropically in the interplanetary medium without coronal diffusion. His results fit 
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both the increasing and decaying phases of solar flare particles recorded for many events. 
These early mathematical modellings of transport of particles released from solar flares 
have been refined since the sixties. The question still remains what the nature of the 
fast transport region in the solar corona is if such a region does exist, and whether the 
features of solar flare particles observed in interplanetary space could also be explained 
by rapid large-scale changes in coronal structures during a solar flare. An analysis of 
the features of this behind-the-limb solar cosmic ray flare event of 29 September 1989 
may add new evidence on coronal acceleration and transport of near-relativistic and 
relativistic particles released from extremely energetic solar flares. 

The rising phase 

Figure 1 shows the average asymptotic viewing directions of neutron monitor sta- 
tions. The geomagnetic field was very quiet from 27 through 29 September 1989, with 
Kp < 3, and no change in polarity of the mean solar magnetic field (Solar Geophysical 
Data, 1989). The IMF may therefore be the nominal Archimedeazl spiral with the solar 
flare particles arriving around the 316 ° East asymptotic direction. 

Figure 2 shows the percentage enhanced counting rates relative to the prevailing 
cosmic ray counting rates for selected neutron monitors at sea level with different viewing 
directions in the ecliptic, plotted as a function of time. Deep 1%iver (DlZ), looking into the 
nominal IMF direction, did record a fast increase of counting rate (9% per minute) but 
Hobart (HO) recorded a faster increase.(12% per minute). Sanae (SA) and KergueUen 
(KE) with opposite viewing directions to Hobart and Deep Pdvier respectively, show a 
slower rise of 2% per minute. This initial anisotropy becomes isotropic after about 2 
hours. The nearest integral values of the percentage increases per minute in counting 
rates during the fast rising phase of the ground level enhancements (GLE) are displayed 
in Figure 3 for all stations with cutoff rigidity < 10 GV. The underlined digits are 
the percentage increases per minute recorded by stations at mountain altitudes. From 
this Figure it follows that stations with viewing directions north of 25 ° S asymptotic 
latitude and between 180 ° and 340 ° E asymptotic longitude (band AB in Figure 4) have 
observed the fast rise in counting rates and have therefore been exposed directly to solar 
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cosmic rays guided by the pervailing IMF. Stations with opposite viewing directions' 
(band BC in Figure 4) experienced a much slower (~ 2% per minute) rise in neutron 
monitor counting rates. The rises of stations at high (3-10 GV) are similar to the rises 
at low (< 3 GV) cutoff rigidities irrespective of the altitude of the station. 

In Figure 4 percentage counting rates are plotted for neutron monitor enhancements 
< 50% as a function of time for all neutron monitors with small time data of < 5 
minutes. Two broad bands appear: the one band, AB, are neutron monitors with 
fast rise times (see Figure 3) and the other band, BC, stations with opposite viewing 
directions. Potchefstroom and Samarkand fall in between (at B), while the south viewing 
stations Terre Adelie and Mirny, together with Sanae show further delays and slower 
increases. Three high-cutoff neutron monitors (Tokyo, Mount Norikura and Mexico) 
can be seen attaining their maximum intensities of less than 50% at ,-~ 1200 UT. The 
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onset time of all the monitors appears to be at about 1148 =k 2 minutes. The second 
band BC is due to a slower initial rise of enhancements than recorded by the first (AB) 
set of monitors. This effect may be due to higher rigidity particles of several GV arriving 
first and settled then to a softer spectrum constant in time. The two-band structure 
together with the evidence in Figure 3 suggest that the particles were not transported in 
a diffusive interplanetary magnetic field with a gross-scale Archimedean configuration, 
but in an IMF with twisted IMF tubes of force in order to guide the particles to the 
two opposite viewing directional regions of Figure 3. 

T h e  decay  phase  

At later times the dependence described by the Reid (1964) equation changes to a 
hnear variation in the logarithm of the counting rate with time. All the neutron monitor 
recordings show this linear relationship. Linear regression fittings to these slopes yield 
the coronal escape coefficients k. These coefficients have been plotted as a function 
of cutoff rigidity at the stations in Figure 5 illustrating clearly an energy dependence 
of k. The slope of the plot yields a change in the escape rate with cutoff rigidity of 
0.28 × 10-%-IGV -1 . On the other hand, both the rising and decaying phases can 
also be described by Burlaga's model without assuming coronal transport and escape. 
This model predicts that the counting rate due to solar flare protons is proportional to 
(1/t) 5/2 exp (g/t), with t the time from escape. Applying this model to all the neutron 
monitor enhancements, the instaace of escape from the solar flare is 1133-t-5 UT. 

Conclusions  

1. A structure of two twisted IMF tubes of force can explain the rising phase of the 
ground level enhancements. 

2. The rise in counting rate did not depend on cutoff rigidity or on station altitude 
suggesting a time-independent release and transport of sub-relativistic mad relativistic 
protons from the solar flare. 

3. The escape rate coefficient, k, from the Reid model of coronal transport is a linearly 
increasing function of rigidity. 

4. The instance of escape from the flare region is 11334-5 UT. 
5. Both the simple Reid-Axford equations for coronal transport and Burlaga's mathe- 

matical model provide a good mathematical description of both the rising and decay- 
ing phases of the GLE's of 29 September 1989, notwithstanding that solar energetic 
particles of ,,~ 1 GeV have been released extensively from the solar coronal region for 
several hours, and higher energy particles for a shorter time period. The alternative 
description that the particles have been accelerated over a large portion of the corona 
by large scale shock waves before released into the interplanetary medium without 
steady state coronal transport cannot be ruled out. 
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~ G H  E N E R G E T I C  S O L A R  P R O T O N  F L A R E S  
OF 19 TO 29  O C T O B E R  1989 

M_~. Mosalam Shaltout 
National Research Institute of Astronomy and Geophysics 

Helwan - Cairo - Egypt 

Abs t rac t  : The evolution of solar flare activity was followed by the method of cumulative 

summation curves according to observed H-alpha flares and X-ray bursts (measured on 

satellites) in the active region No. 5747 during one rotation when the energetic solar flares 

of 19 October 1989 occurred. It  was found that the steep trend of increased activity sets on 

several tens of hours prior to the occurrence of the energetic flare, which could be used, 

together with other methods, for forecasts of major flares. 

1 . I n ~ o d u c ~ o n  

The significant proton event which started on 19 October 1989 at 1305 UT, was 

commensurate in total fluence to the great proton event of August 1972. High solar activity 

persisted through 19 October as the solar region 5747 (coordinates lat. 27"S, long. 209", 

CMD 7"E) of spot class DKC and area 1160 rash produced an energetic solar flare of X-ray 

emission level XI3 and Ha  importance 4B at 1258UT. This event was associated with 

major radio bursts. 

Satellite altitude proton enhancements at greater than 10 Mev and 100 Mev occurred 

in the wake of the X13/4B flare. The greater than 10 Mev event began on 19 October at 

1305 UT and reached a maximum of 73000 pfu on 20 October at 1600 UT. The event 

continued on 21 and 22 October. The greater than 100 iYlev event began at 1710 UT on 19 

October, peaked at  680 pfu at 1530 UT on 20 October, and ended at 2200 UT on 20 October. 

A ground-level event was observed on 19 October with increases over cosmic ray 

background of 45 percent. A polar cap absorption PCA began at 1315 UT on 19 October. 
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19 October saw geomagnetic field activity at  quiet to active levels at  middle latitudes 

field ranged from quiet  to major storm levels. The field increased to severe storm level near 

9 UT on 20 October as a resul t  of the X13/4B flare of 19 October. Thereafter,  field activity 

declined to active to minor  s torm level as the flare effects began to subside. 

The development of the activity in the region where the proton flare occurred on 19 

October 1989, is represented with the help of the method of summation curves like with 

some of the proton regions in the pas t  [Krivsky (1975), and Mosalam Shaltout (1989)]. This 

method which shows the trends in the release of energy of active regions for flare and X-ray 

bursts, can be used to characterize typical intervals in the active region development, 

which often display the same trend of development over a number  of days. The method can 

also be used as one of the ways of forecasting the occurrence of flares with emissions of 

energetic particles. I f  a steep trend, e.g., of the flare pa ramete r  F (H-alpha index) or X 

(X-ray index), is in evidence, one may  expect a proton flare to occur one or a few days later. 

2. D a t a  t r e a t m e n t  

The used data have been obtained from "Solar-Geophysical Data", Prompt  Reports No. 543 

and 544, published by  NOAA, Boulder, Colorado, U.S.A. 

The flare pa rame te r  F represents  solar flares inclusive sub-flares observed in H-alpha 

in the world station network (Solar-Geophysical Data), defined by the daily sl~mrnation of 

area of solar flares in millionths of the solar disk (MS]:)) which occurred in the investigated 

active region. The pa rame te r  X is defined as the daily m~mmation of the peak flux of the 

X-ray bursts in the 1-8A ° band in Wm -2 released in the investigated active region, as 

observed by the GEOS satellite (Solar-Geophysical Data). 

East-west  solar scans a t  10.7 cm are taken daily a t  the Algonquin Radio Observatory 

of the National Research Council of Canada. Also, east-west strip scans of the sun at  21 cm 

are made available by Fleurs Radio Observatory of Sydney, Australia. The data of the both 

are available a t  "Solar-Geophysical Data". The daily solar radio flux produced by the solar 

region 5747 at  10.7 cm and 21 cm wavelength was estimated, from the east-west strip 

scans of the sun, for each day of the period 13-28 October, 1989. In  an analogy to the 

method of Tanaka  and Kak~uuma (1964) for solar proton flare prediction, based on the ratio 

of  solar radio flux of the proton flare productive active region a t  3 cm to tha t  of 8 cm 

wavelength the author  adopted a similar method, based on the ratio of the solar radio 

emission of the active regions a t  10.7 cm to tha t  at  21 cm wavelength, for which data are 

available from 'Solar-Ge0physical Data". According to Tan~l~A and I ~ r m m a  (1964), the 

ratio is increasing a few days before the major flare occurrence. 
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3. Resu l t s  

The daily values of the flare pa ramete r  F and X of the studied active region were processed 

in the form of cumulative summation curves (Figure 1). The curve of F became more steep 

than tha t  of X on 18 October, one day before the onset of the 19 October 1989 energetic 

flare. 

Both the curves o f f  and X became more steep after 19 October, before the occurrence 

of a series of other energetic flares on 22, 23, 24 and 27 October 1989. 

The changes of these trends are related to the development of the active region and to 

th type of spot groups, as well as to the configuration of magnetic fields. Also, the changes 

in the trends are correlated with the heating in the coronal condensations (Krfiger, 1969). 

Figure 2 shows the ratio of 10.7 to 21 cm solar radio fluxes for the studied active 

region during its crossing of the solar disk in the period 13-28 October. I t  is noticed that  

there is an increasing t rend in the ratio from 13 to 19 October, 1989, before the occurrence 

of the energetic solar proton flare of 19 October. Also, after the ratio decrease on 20 and 21 

October, i t  increased again on 22 October, before the occurrence of the energetic flare of 22 

October. 

4. Conc lus ion  

The results show an increase in the trend of the flare activity (according to flare in H-alpha 

as well as according to X-ray bursts) several tons of hours prior to the occurrnece of a high 

energetic solar flares which could be used together with other methods (similar to that  in 

Figure 2), for forecasting major and high-energy particle events. 

R e f e r e n c e s  

Krivsky, L. : 1975, Bulletin of the Astronomical Inst i tute of Czechoslovakia, Vol. 26, No. 4, 

203. 

Krfiger, A. : 1969, Annals IQSY 3, 70. 

Mosalam Shaltout,  IVI.A. : 1989, Proceedings of the Seventh National Radio Sciences 

Conference, Feb. 20-22, 1990, R3, Military Technical College, Cairo-Egypt. 

Tanaka, H., Kakinuma,  T. : 1964, Rep. Ionos. Space Res. J a p a n  18, 32. 



4o 

F L A R E - A S S O C I A T E D  

L A R G E - S C A L E  

C O R O N A L  S T R U C T U R E S  

No related poster papers in Chapter 8. 
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Abstract. About ten years ago the Hard X-Ray Imaging Spectrometer aboard the Solar 
Maximum Mission detected for the first time large, faint coronal structures associated 
with dynamic flares. These have come to be known as "giant arches". Notwithstanding 
their extreme faintness, the energy content of these giant structures is of the order of 
1-10% of the total energy released by large flares (-~ 1032 erg), thus representing a 
non-negligible term in the global flare energy balance. Analogously, their mass content 
(~_ 1015 g) is quite similar to that inferred for post-flare loops and coronal mass ejections. 

In spite o f  their obvious relevance, little is known about these giant features. 
Only about ten such arches have been identified to date, and the observations have 
both insufficient spatial resolution and inadequate time coverage. As a consequence, it 
is hard even to define their "typical" behavior and to ascertain their basic characteristics. 

Because of these difficulties, we still lack a generally accepted flare scenario which 
accounts for the presence of such structures. After reviewing the observational proper- 
ties of giant arches we will describe the hypotheses advanced thus far to explain their 
origin, evolution and energy supply. Uncertainties in the interpretations will be em- 
phasized and alternative models proposed, in an attempt to define future observations 
which may allow us to understand the role of arches in the flare process and to make 
full use of the new information they provide. 

1. Introduction. 

On 21 May, 1980, at _~ 20:50 UT, a two-ribbon (2-R) flare of importance 2B 
occurred in AR 2456, at a longitude and latitude of approximately 10 ° west and 10 ° 
south. The Solar Maximum Mission observed the event during two successive orbits 
and, once more, about 6 hours after the flare onset. Data taken during the first orbits 
showed the usual "post-flare" loops: it was hoped that an extended data set, providing 
evidence for the late-time growth of the post-flare arcade, could be collected through 
the subsequent observations. At that time such data were, and still are, rather scanty; 
moreover, they were all taken in soft X-rays, while the Hard X-Ray Spectrometer (HXIS) 
had the capability of operating at higher energies. 

However, the late time images showed, rather than high post-flare loops bridging 
over the photospheric neutral line, an unexpected feature, which seemed to extend along 
the neutral line. Svestka et al. (1982a), who first studied this structure, referred to it 
as a "giant arch", pointing to its enormous dimension. This has become the accepted 
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name for all structures with similar characteristics subsequently observed in association 
with dynamic flares. The May 21/22 giant arch was so weak that it showed up only in 
long time integrations of HXIS images, taken in the two lowest channels (i.e., between 
3.5 and 8.0 keV). Nevertheless, although steadily declining in brightness, it remained 
visible for about 10 hours, at an apparently constant altitude. 

Large loops, with a size comparable to the May arch, had been observed in the 
past, for instance by Skylab. However, these loops linked different active regions, which 
was not the case for the May feature. Moreover, its presence at a time close to a 
two-ribbon event and in the same area, suggested that the arch might be an as yet 
undetected component of the 2-R flare scenario. With a temperature of "2_ 7 x 106 K 
and an emission measure on the order of 104s cm -3, it had, due to its enormous volume, 
a mass content (_~ 1015 gr) comparable to that of a typical filament or mass ejection 
and, in spite of its weakness, a non-negligible energy content - more than 1030 ergs at 
the time of maximum brightness (Hick and Svestka, 1985) - which accounted for about 
10% of the total flare energy (De Jager and Svestka, 1985): if giant arches were really 
an essential aspect of dynamic flares, their role should not be overlooked. 

These characteristics made giant arches a quite interesting phenomenon and 
prompted a search for other examples of this class of structure. Thus far, however, 
only a few have been detected and their behavior is still not well defined. In the fol- 
lowing, after first reviewing the available observations of giant arches, we will discuss in 
Section 3 the different interpretations that have been advanced to explain their origin, 
lifetime, and energy supply. In section 4 the diverse scenarios will be confronted, for the 
purpose of identifying what we know, what we still don't know, and which observations 
might, in the future, allow us to understand fully these elusive features. 

2. Observations of giant arches. 

A second detection of giant arches occurred on November 6, 1980. At 03:29 UT a 
two-ribbon flare of importance 2B occurred in Active Region 2779, close to the eastern 
solar limb. Unfortunately, at the time of the flare SMM was not observing this active 
region and a re-pointing occurred only about 3 hours later. At that time a large X-ray 
emitting feature extending beyond the solar limb and clearly not totally covered by the 
HXIS Coarse Field of View (CFOV), was imaged in the lowest HXIS energy channels 
(Svestka et al., 1982b). Its size and association with a 2-R flare were reminiscent of 
the May arch. However, in contrast to that case, the limb position of the November 
structure made it possible to measure its height at different times: it turned out not to 
be stationary, as its brightness maximum, still steadily declining with time, was located 
at increasingly larger altitudes. 

Later in the day, as well as during the next day, additional 2-R flares occurred 
in AR 2779: giant structures altogether similar to the previous ones, albeit somewhat 
fainter, were associated with each event. A total of 4 giant arch events were observed 
by HXIS over these two days. Their striking similarities suggested that, in addition 



199 

to the formation of new arches, the pre-existing emission features might have been re- 
energized, thus justifying the name of "revivals" adopted for these repetitive events. 
Therefore the  meager sample of X-ray giant arches included now a few more cases, but, 
at the same time; supposedly consisted of two classes of features: primary giant arches 
and "revivals" of this -hypothetical- structure. However, as we will discuss shortly, 
the observational evidence for this classification is rather scanty. Marginal evidence 
for another primary candidate, on June 4, 1980, has been found by Hick and Svestka 
(1987), still from HXIS data. 

A few years later, in the period 20/23 January, 1985, a further set of 4 arches was 
identified in SMM Flat Crystal Spectrometer (FCS) data. The first arch was observed 
about 5 hours after the onset of a 1B two-ribbon flare. The second and third structures, 
associated with dynamic flares, and the last one, for which no parent event was detected, 
have been considered by Hick et el. (1987) as revivals of the primary arch. HXIS and 
FCS have now provided data for 10 giant arches. At present, all the information about 
giant arches has been derived by analyzing these 10 events. 

It is not surprising, with such a~small data set, to see that many questions, which 
must be answered by observations, are still open. The "conventional" view for giant 
arches assumes that they form at the time of 2-R events and that they, unaffected by 
other kinds of flares, may revive at the time of further dynamic events. Also, we speak 
of a "primary" event when we refer to the first appearance of an arch, which is assumed 
to be stationary, while successive arch formations, or "revivals", imply also the presence 
of upward moving structures. Eventually, these will meet the previous structure, which 
supposedly keeps its identity at the time of revivals. Although data are consistent with 
this scenario, they are largely incomplete and allow also for alternative interpretations. 

We would like to point out that hardly any of the available data refers unques- 
tionably to the first time an arch forms. Moreover, none of the hypothetical primary 
arches has been imaged at times close to the onset of the parent flare. In the case of 
the observations of the June and November events, the existence of a primary arch has 
only been hypothesized. FCS images of the January i985 event, where a primary is 
supposedly observed, start only about 5 hours after the onset of the associated flare, 
thus providing no evidence for the initial phases of the arch. In the May event, ob- 
servations were initiated a couple of hours after the associated flare. Moreover, both 
these latter cases refer to structures located close to the disk center, at a position which 
makes the detection of upward radial motions quite difficult. In conclusion, since there 
is no uncontroversial evidence for the presence of an arch at the time of the flare onset 
and since arches fade with time, at least to the extent that HXIS cannot image them 
any longer, it is likely that they first form at the time of a 2-R flare event (i.e., there 
was no pre-existing bright loop), but this statement, as well as the lack of motion of 
primary arches, should be substantiated by further observations. 

The situation is not much better when talking about "revived" arches. In this 
case, we should in principle have the capability to ascertain whether the previous struc- 
ture is still present at the time of formation of a revived arch, or whether it disappears. 
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However, at the time of occurrence of a flare, weak structures are washed out by the 
overwhelming brightness of the flare itself, making the detectability of arches quite diffi- 
cult. Altogether, data show that, shortly before an arch revival, the decaying remnants 
of the original arch may still be present, but there is n o  uncontroversial evidence about 
the simultaneous presence of the old and revived structures. 

Finally, a main characteristic of these features needs to be especially emphasized. 
Out of 10 arches observed so far, 9 have been associated with 2-R flares. However, 
no flare seems to be associated with the tenth event. Obviously, there is a strong 
relationship between the appearance of giant arches and two-ribbon flares, but the 
presence of an event which does not confirm this association is puzzling and should not 
be overlooked. 

3. The origin and energy supply of giant arches. 

311. Primary arches. 

As we mentioned in the previous section, we deem it likely that giant arches 
originate - as a rule - at the time of 2-R events and do not represent pre-existing emission 
features which are energized by the flare. Although more data are needed to confirm 
this hypothesis, there is no evidence, that we are aware of, for such large structures 
prior to HXIS observations and their progressive fading with time seems to substantiate 
our view. Therefore, even if we can't rule out the possibility of an extremely faint arch, 
undetectable by our present instrumentation, whose structure persists throughout the 
flare process, giant arches seem to represent a by-product of 2-R flares, and we should 
be able to find a compelling reason for their occurrence in the underlying flare process. 
In fact, the two models advanced so far to explain the origin of giant arches rely on the 
Kopp-Pneuman interpretation (1976) of 2-R flares to account for these large structures. 
Nevertheless, they invoke different mechanisms to explain their presence. 

In the first model, proposed by Svestka et al. (1982a), giant arches represent 
the upper disconnected parts of the usual "post-flare" loops created by a reconnection 
process. Pointing to the shear of field lines before a flare and to the magnetic field 
simplification which follows the flare, these authors suggested that reconnection between 
the nearest disconnected field lines might create two kinds of structures. Below the 
reconnection site, the usual post-flare arcade would form; above the reconnection site, 
the upper portion of the reconnecting fields would create elliptical loops, topologically 
interconnected along the neutral line to form a spiral system, observable as an arch. The 
resulting configuration would be quite similar to that suggested by Anzer and Pneuman 
(1982) to model the initial stage of a coronal transient. Svestka et al.'s model provided 
a qualitative explanation of why giant arches are associated with 2-R events and why 
they are oriented normally to the post-flare loops. 

Further support for this interpretation came from Hick and Priest (1989), who 
showed tha t  the slow-shock mechanism responsible for the heating of post-flare loops 
(Cargill and Priest, 1982; Cargill and Priest, 1983) might be operating in giant arches 
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as well. Although they based their analysis only on order-of-magnitude estimates of 
a number of poorly known physical parameters (the length of slow shocks, the recon- 
nection speed, the magnetic field orientation with respect to the slow shocks, and so 
on), and although they focused mainly on the May 21/22 event,, the resulting overall 
scenario which emerges from Svestka et al.'s and Hick and Priest's works is appealing. 
A single process accounts for the rising post-flare arcade and the giant arches, as well 
as for the heating of both structures. 

However, an alternative view was proposed by Poletto and Kopp (1988) and Kopp 
and Poletto (1990), who suggested that giant arches might be large loops created by 
magnetic reconnection occurring far above the flare site, but still within the normal 2-R. 
flare framework. In contrast to the post-flare loops, arches would not represent a direct 
linkage across the neutral line, but would connect to more peripheral areas, far from 
that part of the neutral line over which the lower lying post-flare arcade forms. Thus, 
an arch may be topologically quite distinct from this latter structure, in contrast to the 
previous model where it surmounts directly the region occupied by the post-flare loops. 

In order to verify this l~ypothesis, Kopp and Poletto, assuming that  reconnec- 
tion would create potential structures, evaluated in the current-free approximation the 
three-dimensional topology of the coronal field in the regions where the events of May 
and November 1980 occurred. In both cases, they were able to show that a number 
of projected fieldline shapes agreed pretty well with the giant arch shapes. P e r  8e this 
result is not conclusive, as a chance coincidence between computed field lines and fuzzy 
structures observed with a resolution of only 32" cannot be ruled out. However, the 
technique used to simulate the November arches had the capability of predicting the 
location of the arch's footpoints: this prediction was confirmed by independent obser- 
vations, lending support to the above scenario. 

The predictive technique used by Kopp and Poletto (1990) took advantage of the 
limb position of the November events: as we mentioned in Section 2, on November 6/7 
the HXIS arches projected above the solar limb and their true height, h, could be easily 
determined. The top of any arch necessarily lies along the neutral line, since at that  
point Br = 0. Therefore, evaluating the neutral line position at the altitude h and 
integrating downwards from this level to the photosphere, it is possible to check whether 
the computed field lines project onto the observed arch shape and whether any activity 
is observed at the predicted footpoints. In fact, independently of these calculations, 
Martin, Svestka and Bhatnagar (1989) had previously correlated the Ha brightness 
fluctuations of a small plage at the eastern border of NOAA 2779 with that  of the HXIS 
arch and had suggested that this plage represented one of its footpoints. This turned out 
to coincide precisely with the location predicted by the magnetic modeling. Moreover, 
they were able to identify also the second Ha footpoint of the arch by examining the 
area where, according to Kopp and Poletto's results, it should be located. Because 
this latter footpoint area was peripheral (with respect to the flare position) and rather 
diffuse, it had not been examined by Martin, Svestka and Bhatnagar in their original 
search for the arch footpoints. 
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The arch energy, in Kopp and Poletto's scenario, is provided by reconnection. 
The decrease of differential magnetic energy with increasing height of the neutral line 
should therefore cause arches reaching greater heights to have lower thermal energy 
densities. Although it was not possible to check quantitatively this hypothesis, an 
approximate evaluation of the energy released by reconnection at a couple of heights 
proved it to be large enough to provide for the energy requirements of arches forming 
at those altitudes. In conclusion, this model, as also the one of Svestlm et al. (1982a), 
interprets giant arches as by-products of the reconnection process, but the topology of 
the reconnected structures is quite different. The two models differ even more in their 
interpretation of revivals. 

3.2. Arch revivals. 

In Kopp and Poletto's model, primary and revivals form in the same way: there 
is no difference between these structures. This implies that the static nature of the May 
21 structure is, according to these authors, only coincidental: the positional shift of 
progressively higher structures would not have been apparent because the active region 
was located close to the disk center. We will come back to this point in the next section 
when comparing the two scenarios. 

Svestlca's (1984) and Hick and Svestka's (1987) interpretation of revivals takes 
as a focal point - notwithstanding the elusiveness of observations in this respect - the 
presence of the primary structure at the time a dynamic flare triggers the formation of a 
new arch. The old arch supposedly acts as an obstacle to this rising structure, hindering 
its ascent. Eventually, a further reconnection phenomenon is thought to occur when 
the old and new arches "meet". 

This latter scenario is partially based on an analysis of the "moving thermal 
disturbances" which these authors identified in both the November and the June events. 
Temperature maps in the HXIS FFOV (Fine Field of View) showed that the region of 
maximum temperature (in excess of 2.1 x 107 K) shifted outward with time, with a 
propagation speed of 6-8 km s -1. After leaving the FFOV, the disturbance possibly 
kept propagating outwards: the region of maximum temperature observed in the CFOV 
was also rising with time, continuing with the same speed the apparent motion detected 
in the FFOV. 

It is interesting to note that such a disturbance was not detected when analyzing 
HXIS observations of a confined flare which had occurred on the same day. Consequently 
Hick and Svestka (1987) associated their thermal disturbances with dynamic events 
and assumed that they are a signature of the imminent revival of an arch structure. 
In their opinion, the thermal disturbance is part of the revived arch, in its earliest 
phase of development. Its ascent is dictated by reconnection and occurs at about the 
reeonnection speed. Taking the latter, as usual, from the rate of growth of the post- 
flare arcade, this turned out to be about the same as the thermal wave speed. Later 
on, however, the thermal disturbance did not slow down - in contrast to the late time 
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behavior of the post-flare loops. This anomalous behavior was ascribed to the merging 
of the old and new structures. 

..4. How can we distineuish between different scenarios? 

The two models described above comprise rather different interpretations of the 
same basic observational data. From the event analyses which have been performed 
thus far, it has not been possible to determine which, if either, scenario is the physically 
correct one. Evidently greater scrutiny of existing, as well as future, observations will 
be required to provide criteria capable of making a unique choice between models. In 
the following we attempt to identify several of these key factors. 

a) The first problem we have to consider is related to the origin of these large 
structures: do giant arches comprise the helical upper loops formed via reconnection 
as envisaged by Anzer and Pneuman (1982), or do they represent topologically simpler 
reconnected loops rooted in the photosphere? Recently Poletto and Svestka (1991) may 
have found a clue to the answer to this question. If arches are the upper disconnected 
parts of loops, they cannot show up before post-flare loops form: the appearance of 
an arch before a post-flare loop arcade develops would force us to identify arches with 
entire loops, attached to the solar surface, rather than with the detached upper part of a 
growing arcade. Such a case has been detected in the analysis of HXIS short accumula- 
tion images obtained during the early phase of formation of the arch which followed the 
2-R flare at 14:45 UT on November 6. This flare was anomMous, in that the post-flare 
arcade developed more than half an hour after the flare onset; yet, minutes after flare 
onset an arch was formed, and its rise could be followed at times when the underlying 
flare had the appearance of a confined event. This behavior can be interpreted as re- 
sulting from the opening of only a high set of field lines. The same explanation holds 
for the arch observed on 22 January 1985, for which no accompanying chromospheric 
activity was detected; also for this event any interpretation within the framework of the 
Hick-Svestka model would be difficult. On the other hand, if arches represent recently 
reconnected large-scale structures, occasionally they should appear independently of 2- 
R events when only weak high-lying features get disrupted. A thorough search of data 
would be required to identify further events of this kind. Observations are also badly 
needed of arch "revivals", to ascertain whether the old arch is really still present at the 
time a new one is being formed (a case which could hardly be explained by the Kopp- 
Poletto reconnection model). Finally, we need to understand the temporal relationship 
between the formations of an arch and of the associated post-flare loops: do we need 
to invoke an approximate time coincidence between two independent disruptive events 
(an unlikely circumstance) or do the two phenomena occur in succession as the result 
of a common underlying process? 

b) Is there any uncontroversial evidence for a two-category classification of giant 
arches? From the observational point, we have already stressed the need for an unam- 
biguous detection of the first time an arch forms. However, Kopp and Poletto's model 
implicitly assumes no difference between giant arches: a possible weak point in this 
interpretation is the apparent lack of an upward rise of the May 21 feature (a "primary 
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arch"). We have argued that projection effects may account for this behavior; neverthe- 
less, it seems to remain a critical point. This model also does not explicitly mention the 
thermal disturbances which heavily enter in Hick and Svestka's interpretation. However, 
an alternative view to these latter authors' model might be that it is the upward motion 
of the thermal disturbance, rather than that of the top of the post-flare arcade, that 
reflects the systematic rise of the reconnection region. In this case we can summarize 
the sequence of phenomena which occur at increasingly high levels, as envisaged in the 
two models, as follows: 

Hick and Svestka Kopp and Poletto 

old arch . . . . . .  
thermal disturbance-new arch thermal disturbance-reconn, region 
reconnection region (just above PFL tops) giant arch 
PFL's (post-flare loops) PFL's 

Both scenarios look somewhat hypothetical and suffer from the lack of a quanti- 
tative treatment of data. Since Hick and Svestka's model has already been illustrated, 
we will spend a few words to justify the role of the thermal disturbance within Kopp and 
Poletto's reconnection scenario. Previously, in both models the post-flare loop rise was 
assumed to trace~'~the ascent of the reconnection region into the corona; i.e., the upward 
velocity of the neutral line was equated to the observed rate of formation of increasingly 
high loops. As a consequence, the reconnection speed was found to decrease with height, 
because the growth rate of high post-flare loops is less than that of low loops. However, 
the first signature of the release of energy via reconnection should appear as a temper- 
ature increase of the ambient plasma. Thus the height of the thermal disturbance at 
any time should give a much better indication of the location at which reconnection 
is occurring than does the height of the post-flare loop system. Only later on, after 
a newly formed loop has become filled with evaporated plasma and it has radiatively 
cooled below, say, 105 K, should it become visible in Ha as a post-flare loop. In this 
hypothesis, the time delay between the magnetic energy release and the first appearance 
of a loop increases with height because of the greater loop length, which results in a 
lower loop density and correspondingly longer radiative and conductive cooling times. 
Qualitatively, this effect is observed; moreover, further support for this picture comes 
from the absence of thermal disturbances associated with a confined flare (see Sec. 3.2), 
However, a definitive proof of this hypothesis will be reached only through a simulation 
of the whole process. On the other hand, Hick and Svestka's scenario will be strength- 
ened if future observations demonstrate the absence of thermal disturbances at the time 
of formation of primary arches. Finally we note that, if the motion of the thermal 
disturbance really images the height vs. time history of the reconnection region, the 
neutral line rises upward at an apparently constant speed (at least for heights ~ 60000 
km; we do not have observations at lower altitudes), significantly modifying previous 
estimates of the reconnection rate. 
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c) What is the source of the arch energy supply? We cannot answer this question 
before first resolving question a. There are, however, a number of candidates. But it 
should be pointed out that, whichever process one envisages, it must provide energy to 
the arch more-or-less continuously for several hours after the flare. The observed arch 
lifetimes are simply too long to allow otherwise: simulations that assume the arch is 
simply a pre-existing loop which is heated by a sudden energy release at the time of the 
flare, show that cooling by radiation and conduction will occur on a much shorter time 
scale than the observed arch durations (Kopp and Poletto, 1991, unpublished results). 
Achterberg and Kuijpers (1984), in an attempt to overcome this difficulty, identified the 
energy source of the May 21 arch as energetic electrons traveling across the magnetic 
field and diffusing into the X-ray arch from the flaring loop system. However, it has not 
yet been proven that high energy electrons (E>100 keV) are available in a number and 
for a long enough time to account for the characteristics of the May 21 structure. On 
the other hand, for a definitive test of the idea (Poletto and Kopp, 1988) that arches 
form via sequential reconnections at ever-greater heights, we need better data on the 
thermal energy of arches formed at various heights. Only through detailed comparisons 
of such data with magnetogram-based calculations of stored coronal magnetic energy, 
might one hope to determine if the total energy released during a given arch event can 
be quantitatively explained by the hypothesized reconnection process. 

d) Are there still alternative scenarios to be considered? There seems to be at 
least one picture which has not yet been fully explored, namely that which involves 
the relationship between X-ray giant arches and filament eruptions/Coronal Mass Ejec- 
tions (CME). The well-known associations between 2-R flares and giant arches and 
between 2-R flares and CME's suggest the possibility of a connection between arches 
and CME's. The approximate equivalence between the arch mass content and the mass 
of filaments/CME, already mentioned in the Introduction, may further hint to this con- 
nection. We know little, on the observational side, about the occurrence of CME's at 
the time of the 10 giant arches that have been detected thus far. A mass ejection was 
associated with the May 21 event (McCabe et al., 1986), although this seems to be a 
somewhat anomalous event: the filament did not erupt and kept essentially the same 
position it had before the flare: Indirect evidence points to the existence of a large 
mass ejection at the time of the first flare in the sequence of November events. Is it 
possible that coronal arches are part of a scenario which includes the upward disten- 
tion of magnetic field lines, the formation of post-flare loops, and an ensuing coronal 
transient? Alternatively, might giant arches simply account for that part of the mass of 
a coronal transient which was trapped on large coronal magnetic loops - these having 
managed, by virtue of their specific topology relative to the disruption, to remain intact 
throughout the event? 

We have already pointed out how the original interpretation of Svestka et al. 
(1982a) was quite similar to Anzer and Pneuman's (1982) picture of coronal transients. 
The apparent lack of motion of the May 21 arch made it difficult to understand how 
that structure could be explained on the basis of a model which attempted to reproduce 
the upward motion of a transient. However, Van Tend and Kuperus (1978) suggested a 
model for filament eruptions which allows for the possibility of a secondary equilibrium 
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position, tentatively identified with the arch position. Is the May 21 arch a structure 
which failed to become a transient? On the other hand, we know that ,  at the time 
of a CME, loops can be seen expanding out through the corona: may giant arches 
be structures filling in the gap between the smaller size active region loops and the 
expanding CME loops? Although these possibilities have been recognized, they are 
barely mentioned in the literature (Simnett and Forbes, 1991), When future X-ray 
data of higher sensitivity and spatial resolution provide us with more information on 
giant arches (in particular, on the unsettled question of the reality of a twofold arch 
classification), it should be possible to formulate a realistic description of these elusive 
features within the broader dynamic-flare scenario. 
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Abstract :  We review some recent results obtained from 2-dimensional imaging obser- 
vations of the Sun using the Clark Lake multifrequency radioheliograph. The radiohelio- 
graph produced images of the Sun's corona on a daily basis at several frequencies within 
the range 20-125 MHz during the period 1982-87. Using these images both large scale 
structures as well as transient phenomena such as bursts have been studied. In this paper 
we discuss the nature of radio emission associated with eruptive filaments and CMEs. 
It is possible to trace the structure of magnetic fields in the corona based on the multi- 
frequency observations of moving type IV bursts at meter and decameter wavelengths, 
We illustrate this by discussing specific events. We discuss a rare case of the detection 
of thermal radio emission in association with a fast CME. We estimate the CME mass 
using spatiMly resolved radio data. 

1 In troduct ion  

Both stationary and dynamic structures in the upper corona can be studied us- 
ing spatially resolved meter-dekameter wave observations. Manifestations of the 
dynamic structures such as filament eruptions, coronal mass ejections (CMEs) 
and flares are observed at these wavelengths. Some of these manifestations are 
observed as moving type IV and type II bursts produced respectively by plas- 
molds or magnetic arches and shock waves and some are observed as type III and 
type V bursts produced by energetic electron streams. The dynamic structures 
are usually observed by the nonthermal radiation they emit. Also inferred from 
their nonthermal emission are certmn high coronal loops emitting stationary con- 
tinua such as flare continua, stationary type IV bursts and storm radiation. Other 
stationary structures seen in radio are coronal holes and coronal streamers which 
emit thermal radiation. Mass ejections are occasionally observed through thermal 
emission if no nonthermal particles are trapped in the ejecta. These observations 
are important for two reasons: to understand the association of CMEs with non- 
thermal radio bursts and to estimate the mass of CMEs by an independent method 
(Gopalswamy and kundu, 1991). Multifrequency imaging observations are needed 
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to understand the structure of these magnetic loops or arches. Arch shapes have 
been inferred from single or two frequency imaging observtions for flare contin- 
uum (e.g., Robinson, 1985; Gopalswamy and Kundu 1987a), and moving type IV 
bursts (e.g.,Stewart, 1985). From Clark Lake imaging observations at three or four 
frequencies, we studied a number of these structures which are reviewed in this 
paper. 

2 Magnetic  Field Structure in Moving type IV Bursts 
2.1 A Moving Magnetic Arch 

On November 3, 1986 a fast (600 kms -1) moving type IV burst was observed 
at three frequencies: 73.8, 50 and 38.5 MHz, in association with a coronal mass 
ejection (observed by the SMM-C/P instrument), preceded by type III bursts 
and followed by stationary type IV and type II bursts (Gopalswamy and Kundu, 
1989b). The moving type IV burst was seen up to a height of 4.5 R® from the 
Sun center at 38.5 MHz and had two sources at each frequency. In Fig.l, we have 
connected the centroids of each source at three frequencies at different times during 
the evolution. The centroids seem to lie dispersed on the two legs of a large arch 
that moves out in time. Initially, the separation between the legs of the arch is 
small, and it increases with time. Closing of the arches at the top was arbitrary 
because we had observations only at three frequencies. In the last part of Fig.l, 
we have sketched the arch through the sources from ,-, 20:06 to 20:19 UT, the last 
time the moving source was seen. The type II burst started around 19:46 UT at 
50 MHz, at a height of 2.3 Ro. The CME loop top was at a height of 2.4 R o 
at 19:39 UT itself. Since the estimated speed of the CME was 750 kms -1, the 
CME leading edge is expected at a height of 2.8 1~. Hence the type II location 
is ,,~ 0.5 Ro behind the CME, suggesting that the type II shock was not piston 
driven by the CME. We have illustrated this point using other events elsewhere 
(Gopalswamy and Kundu 1987, Kundu et al 1989, Gopalswamy 1990). Assuming 
that the type II shock was a blast wave generated at the time of the flare at 19:21 
UT (when the type III bursts occurred), the type II speed was estimated to be 
650 kms -1. Immediately after the type II burst, both the components of the type 
IV brightened. This can be interpreted as a fresh injection of nonthermal electrons 
into the arch producing moving type IV burst as the shock front passes through 
the arch. 

2.2 Multiple Moving Structures 

Two moving type IV bursts and a stationary continuum source were observed on 
January 16, 1986. In contrast with the November 3, 1986 event, the sources had 
little dispersion with frequency in the radial direction. The loop structures seen in 
Fig.2 have been obtained by joining the loci of 50 MHz centroids and closing the 
loop at the top (arbitrary). Note that the two components in the first pair move 
with different speeds while the components in the second pair move with nearly 
the same speed. The speed difference suggests that the two arches may not be in 
the same plane. The small arch sketched in Fig.2b is due to the flare continuum. 
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It is not clear if the sources represent two legs of a huge arch or just two pairs 
of plasmoids. If it is a loop structure, then it is similar to the 1986 Nov 03 event, 
except for the absence of frequency dispersion. This may be due to a peculiar 
distribution of density in the loop. If the sources represent a pair of plasmoids, 
then it is tempting to identify with the sequence of plasmoids obtained as solutions 
to interacting arcades which are laterally restricted (Biskamp and Welter, 1989). 
It is interesting to note that the sources did not show any lateral motion. If we 
consider one such source as a plasmoid then the radio emission can be explained 
as a Razin-suppressed gyrosynchrotron emission from mildly relativistic (-,, 100 
keV) electrons with a number density of 102- 105cm -3 in a 2 G magnetic field 
(Gopalswamy and Kundu, 1990). 

3 A Slowly Moving Plasmoid 

Extremely slow filament disintegrations are known to associated with noise storm 
radiation (Kundu et al 1989; Kundu and Gopalswamy, 1990). Here  we discuss a 
filament eruption accompanied by a slowly moving type IV burst. The filament 
eruption event of February 2, 1986 was well observed so that useful comparison 
can be made with radio and optical observations. A filament situated to the east 
of AP~4711 ($10E49) became active since 18:24 UT and the upper part started 
lifting around 19:19 UT. The leading edge of the filament acquired a steady speed 
at 19:32 UT and completely disappeared at 19:52 UT. Starting from ~ 19:30 UT, 
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the filament activity was accompanied by a C level GOES flare and a microwave 
GRF. Radio emission at meter-dekameter wavelengths started immediately after 
the filament disappearance. The radio emission consisted of a continuum and a 
moving type IV burst, the latter separating and moving away from the former as 
an isolated source. The projected source position of the moving type IV burst was 
very close to the location where the filament was last seen. The height-time plot of 
the filament and the moving type IV are shown in Fig.3. The speed of the moving 
type IV was nearly the same as that of the leading edge of the rising filament 
(140 kms -1) Superposition of the centroids of 73.8 and 50 MHz moving type IV 
sources, on the February 2,1986 Mauna Loa Observatory (MLO) K-Coronameter 
map showed that the moving radio source was located in the vicinity of the bright- 
ness enhancement (Gopalswamy and Kundu, 1989b). The 50% brightness contour 
of the 73.8 MHz overlaps with the coronal enhancement. As only one map per day 
was available from MLO for this period, motion of the coronal enhancemen~ could 
not be studied. It is also possible that the plasmoid is very dense and the 73.8 
MHz radiation emerges from the peripheries of the enhancement. The presence of 
enhanced material at the time and height of the moving type IV burst suggests the 
possibility of an accompanying CME. We interpret the moving type IV burst as 
the radio emission from a plasmoid formed out of the heated filament material by 
reconnection; nonthermal particles accelerated during reconnection got trapped 
in the plasmoid and produced the observed radiation through gyrosynchrotron 
process. 

4 T h e r m a l  Emiss ion  Assoc ia t ed  w i t h  C M E s  

If there are no nonthermal particles generated during a CME event, then the 
only radio signature possible is the enhanced thermal emission due to the denser 
coronal material contained in the CME, since thermal bremsstrahlung depends 
on thermal electron density (Sheridan et al, 1978). This event was considered as 
a support to the SKYLAB era conclusion (Gosling et al 1976) that slow CMEs 
are not associated with nonthermal radio emission (Dulk, 1980). However there 
is increasing evidence that slow CMEs are indeed accompmaied by type II and/or 
moving type IV bursts (Kundu, 1987; Kundu et al, 1989; Gopalswamy, 1990). Our 
investigation of spatially resolved radio data from Clark Lake and simultaneously 
obtained SMM-C/P data suggests that the CME speed does not determine the 
CME-radio burst association. There are at least half a dozen events where CMEs 
with speeds less than 400 kms -1 are associated with type II and/or  moving type 
IV bursts (see Table 1). 

The 1986 Feb 16 CME is another evidence that the CME speed may be unim- 
portant in the question of whether the radio emission would be thermal or nonther- 
mal. It was a relatively fast CME (450 kms-1). Since the activity center (AI~4713) 
was ~ 20°behind the limb, the deprojected speed was slightly higher (475 kms-1). 
No type II or moving type IV burst was observed but the CME was seen clearly 
in thermal emission. In spite of relatively poor resolution at radio wavelengths (4 
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Table  1. Slow CMEs associated with type II/ type IV bursts 

Event Radio CME 
date emission speed 

Jun 27 1984 type H, type IV 350 km/s 

Nov 12 1984 type II 150km/s 

Feb 17 1985 type II, type IV 240 km/s 

Feb 22 1985 type II 160 km/s 

Feb 2 1986 type IV 140 knds 

Nov 6 1986 type IV 85 km/s 

References 

Gopalswamy & Kundu 1987 

St. Cyr 1991 

Kundu et al 1989 

St. Cyr & Webb 1991 

Gopalswamy & Kundu 1989 

Gopalswamy & Kundu 1990 

H.ALPHA 

• , . , . . , 

I , T I 1 , 

19:28 19:44 

f I l 1 I I 5 0  MHz 

_ 

I I I t I 
I J i I J 

73.8 MHz 

I ' ' l l ' l l l l l l l ' ~ l l l f I ' ' ' l l | 1 1 !  

20:00 20:20 20:40 21:00 

TIME (UT) 

Fig. 8. Height-time plot of the moving type IV burst and the erupting filament on Feb 2 
1986. The vertical scale for filament (left) is distance from the sunspot in units of 10Skin; 
forthe plasmoid it is from sun center in units of R@. Open circles and crosses correspond 
to continuum and moving type IV respectively. 

arcmin compared to 13 arcsec in white light), the structures in the CME have 
excellent correspondence in white light and radio. The CME could be seen in the 
difference image as the excess emission between 19:36 and 20:26 UT (Fig. 4). Using 
the optically thin bremsstrahlung formulae we could est imate the excess mass in 
the CME (see Gopalswamy and Kundu,  1991) to be a few times 101st which is in 
the general range of masses known for many other CMEs (Hildner, 1977; Poland 
et al, 1981; Howard et al, 1984; Jackson, 1985). 
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Fig.4.  Contour maps (left: 19:55 UT) before, (middle: 20:29 UT) during and the sub- 
tracted image (middle - left) of the Feb. 16 1986 CME. The central cross represents the 
extent of the optical disk. The contours are in units of 1000 K at 10-100 in steps of 
10 and 100-300 in steps of 20. The bright sources in the difference map may be due to 
variability in quiet Sun peaks or a result of ionospheric shift between the two maps used 
in the subtraction process. 

5 C o n c l u s i o n s  

The Clark Lake multifrequency radioheliograph has been extremely useful in 
studying a wide variety of eruptive structures in the corona which can trap ener- 
getic electrons to produce nonthermal radio emission. On one occasion, we observed 
two pairs o f  moving sources. An isolated moving type IV source was observed at 
the time and location of the filament disappearence; the filament and the type 
IV had the same speed suggesting that the plasmoid might have formed out of 
the heated filament material. Our observations lead to the conclusion that  the 
association of moving type IV bursts with CMEs depends on the availability of 
nonthermal particles and the ability of the instrument to detect these emissions. 
The speed of the CME does not seem to play a crucial role in its being associated 
with radio emission. A fast CME was observed in purely thermal emission, with no 
accompanying type II and/or moving type IV burst. We derived the mass of the 
CME from radio observations and the results are in the range of mass estimates 
obtained from white light observations. 

This research was supported by NASA grants NAG-W1541 and by NSF grant 
ATM 87-17157. 
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Coronal Mil l imeter  Sources Associated with 
Eruptive  Flares 
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SF-02150 Espoo, Finland 

A b s t r a c t :  Sporadically occurring coronal millimeter wave sources (CMMSs) detected as off-limb 

brightenings corresponding to a height of the order' 10 5 km above the photosphere at t ract  much interest. 

The lifetime of the phenomenon is several hours and it can be interpreted as a special kind of long- 

duration post-flare (and inter-flare) emission at coronal altitudes. There is a relationship to other 

solar radio phenomena, e.g. GRF-microwave bursts and noise storms, as well as to longduration events 

(LDEs) in soft X-rays, coronal hard X-ray arches, and coronal mass ejections (CMEs). The main results 

obtained until now on CMMSs are comprehensively summarized for the first time and new aspects 

included. The relevant emission process(es) have been analysed considering the whole microwave range. 

Open questions and implications for the study of eruptive flare dynamics and coronal structures by a 

new diagnostic tool are discussed. Finally, prospects of further investigations have been considered. 

1. I n t r o d u c t i o n  

Usually solar millimeter-waves originate at heights of less than few thousand km above 
the photosphere. This concerns mainly the quiet Sun, the S-component, and perhaps a 
number of minor burst events which is documented by solar maps and model calculations 
(cf. Urpo, Hildebrandt and Kr/iger, 1987). Occasionally, however, after inspection of 
a sufficiently large number of observations, the detection of off-limb sources reveals the 
unusual existence of ram-wave radiation at much greater source heights, i.e. of several 
tens of thousands km above the photosphere. These sources are related to flares and 
microwave bursts but are lasting significantly longer than normal impulsive flare/burst 
events (Urpo, Kriiger, and Hildebrandt, 1986a). Millimeter radiation related to an Ha 
prominence and extending up to a height of 200000 km was already noted by Kundu 
(1972). Independently, Urpo et al. (1983, 1985, 1986a) detected the phenomenon of 
coronal millimetre wave sources (CMMSs) at the Mets£hovi radio maps, which subse- 
quently led to more systematical studies of the properties of the phenomenon (Urpo et 
al., 1986b, 1989; Krfiger et al., 1989). It was shown that CMMSs are likely to be related 
to flares starting up to several hours prior to the accidental mm-wave observation and 
therefore forming a special group of long-living post-flare events or a "super-graduai" 
burst-like background of a flare- rich solar active region. The present report summa- 
rizes the outcome of recent studies on the CMMSs and encloses results from latest 
observations. 
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2. O b s e r v a t i o n s  

Most information presently available on CMMSs stems from solar maps of the Mets£hovi 
P~adio Research Stat ion of the Helsinki University of Technology (Urpo, Pohjolainen, 
and T e r ~ r a n t a ,  1987 - 1991). The  observations are made with a 14m parabolic antenna 
located in a radome. The  main observing frequencies are 37 and 22 GHz (8.1 and 
13.5 mm wavelength) corresponding to a spatial rcsolution of 2.4 and 4.0 arc minutes,  
respectively. Single observations of coronal millimeter wave sources of different na ture  
have been obtained also at other  stations, e.g. Hiraiso, La Posta, I tapetinga,  Haystack 
and Katsiveli. The  CMMSs are observed as off-limb brightenings in solar isophote 
maps at a fixed frequency (Figure 1). In general the off-limb sources observed fall into 
different classes comprising (i) immediate  burst  sources, (ii) post-burst  sources, and 
(iii) erupting (quiescent) filaments (cf. Zodi et al., 1988). Up to now a total of about  
80 cases of CMMSs selected from more than 2000 solar ram-wave maps obtMned at 
different stations is available for a study. 
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Figure 1. mm-wave off-limb source on 8 February 1991. Subflare activity and a LDE of > 10 11 
duration started more than 5 hours prior to thc ram-wave observation. 

3. A s s o c i a t i o n  w i t h  Ha-F lares  and T i m e  C h a r a c t e r i s t i c s  o f  
C M M S s  

Comparisons with flare reports  show that  most of the CMMSs are related to optical 
flares (and associated X-ray and radio bursts)  s tart ing up to some hours earlier in the 
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same active region. Cases of missing association with visible Ha-flares caa~ be attributed 
to behind-limb events. It can be concluded that most CMMSs form a special kind of 
post-flare emission which is also seen in Ha and other spectral ranges (e.g., LDEs). In 
several cases ram-wave observations are also available during the main phase of flares. 
Therefore we split up our discussion on the ram-wave signatures of solar limb events 
into two parts, viz. on main-burst and post-burst sources. 

• ~ t ' t : ~ , ' . , ~ 4 O : ~ '  " . ~ } ' ~  ~ ' . "  :t-" 

, , ~ , ~ , ~ ~ ? ~ _ _  
, ~ ~ " , ~ i ;  
. *~* : ~ ~ : i ~ i i ~ - -  ~ . ~ ~ : , . ; ~ ,  .... 

F .:.~i..:~ . . . . .  

Figure  2. T h e  la rge  l imb  even t  on  29 S e p t e m b e r  1989 s een  on  a rad io  m a p  recorded  a t  87 GHz  

(3.4 m m  wave leng th ) .  T h e  t i m e  of  hor izon ta l  s c a n s  across  t he  S u n  is m a r k e d  a t  t h e  left m a r g i n  of  t he  

F igure .  

3.1  m m - w a v e  r a d i a t i o n  d u r i n g  t h e  m a i n  p h a s e  o f  s o l a r  f l are s  

Since (unlike Ha) no permanent patrol of the Sun at ram-waves is available, images of 
well documented ram-wave bursts are comparativeley rare. In the following we show 
examples of CMMSs of different behaviour. 

(a) The outstanding eruptive limb event of 29 September 1989 

One of the most spectacular events seen at ram-waves occurred on 29.09.89 at 
11:20 UT. Figure 2 shows the burst source on a map taken at 87 GHz (3.4 mm 
wavelength) during its main phase. The parent active region was one day after 
the W-limb passage so that the burst source detectable at heights > 9000 km was 
full in view of the observation (Urpo et al., 1990). The event was associated with 
a strong LDE-X-ray burst (X 9.8) and a GLE/particle event with proton energies 
up to 610-850 MeV. If the radiation pattern is not totally duc to side lobes (as 
the authors believe), there would be first evidence of 3 ram- radiation at source 
heights greater than 300000 km possibly implying optically thin bremsstrahlung 
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(b) 

consistent with an extended source of optically thin Coulomb bremsstrahlung of a 
relatively cool (T ,-, 106 K) and dense (N~ ~ 109 cm -3) plasma. 

The limb event of 4 April 1990 

The development of a llmb event at 37 GHz was observed in a sequence of solar 
maps. The event belongs to a subflare at N22E72 starting at 13:15 UT (Solar- 
Geophysical Data) and reaches a height of more than 70000 km at 13:17 UT with 
a further slower increase until 13:29 UT. The lifetime of this event, however, is only 
of the order of two hours quite in accordance with the soft X-ray burst emission 
accompanied. Next day again an off- limb source has been observed in the same 
region which was due to repeated flare activity. 

3 . 2  L o n g  l a s t i n g  C M M S s  

Observations after the main phase of flares verify the existence of long lasting off-limb 
sources at ram-waves. The following features can be remarked: 

- Long lasting (for several hours) CMMSs differ from main-phase burst sources by 
smaller brightness, in the average. 

- Long lasting CMMSs must not be necessarily related to very strong flare events 
occurring a short time before. 

- Sometimes CMMSs can be detcctcd before the onset of a flare in the same region. 
- Long lasting CMMSs typically occur in big active regions with a complicated mag- 

netic field topology. 
The time history of CMMSs has been studied statistically by Urpo et M. (1986b, 
1989). Superimposed on a large scattering of brightness temperatures and source heights 
measured, there is indicated an (exponential) decrease of the brightness temperatures 
with time after the preceding flare start (or maximum). The source height is expected 
to grow rapidly during the initial flare phase and then remains approximately constant. 

4. R e l a t i o n  to  M i c r o w a v e  B u r s t s  and t h e  S p e c t r u m  of  C M M S s  

It is evident that CMMSs appear to be related to gradual microwave and/or impulsive 
(including complex) bursts which start up to a few hours prior to the time of the 
mm-wave observation. The lifetime of CMMSs is much greater than tha t  of these 
bursts as measured by patrol radio telescopes. Initially the coronM mm-wave emission 
was interpreted in accordance to Ha-observations by optically thick bremsstrahlung at 
Tb " 104 K. However, a correction of the measured brightness spectrum for source sizes 
smaller than the half power beam width of the radio telescopes used are in favour of a 
thermal optically thin bremsstrahlung spectrum the extension of which is also observed 
towards longer wavelengths (Borovik et al., 1989). The spectrum of a CMMS observed 
on 22 September 1980 at the large radio telescope RATAN 600 at cm-waves indicates 
that possible ways of interpretation depending on the extrapolation of the spectrum 
into the dm-range are yet open: Model calculations show different possibilities of high- 
temperature gyromagnetic emission and low- or medium-temperature bremsstrahlung 
depending on different source parameters. In essence, the the analysis of the microwave 
spectrum favours the interpretation by an inhomogeneous source composition. Cold 
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prominence-like matter may be responsible for radiation at frequencies f > 37 GHz 
while hotter components generate the spectrum at the longer microwaves. 

5. Associat ion with X-Rays,  CMEs,  and Noise Storms 

The relations between CMMSs and X-ray bursts and CMEs have been studied by Krfiger 
et al. (1989). There was found an association between CMMSs and LDE-soft X-ray 
bursts which is closer than the association with type II/IV bursts and proton flares: 
Although only a part of the CMMSs (about 40%) was found to be associated with 
LDEs within a time interval of < 5 hours~ the association grew up to 95 % when this 
time interval was enlarged. 
Since there is a good correlation between LDEs and coronal mass ejections (CMEs), also 
CMMSs and CMEs are related to each other, although both phenomena may belong to 
different dynamic processes. 
There are indications that almost all active regions producing CMMSs also generate 
radio noise storms observable during their disk passage on the Sun (BShme axld Kriiger, 
1989; Krfiger et al., 1991b). 
Like noise storms, LDEs, and hard X-ray arches, the CMMSs indicate the presence of 
far reaching coronal arch systems forming the legs of CMEs. It is important to note 
that in conjunction with LDEs the HXIS instrument aboard the SMM satellite detected 
extended X-ray arch-like structures lasting for some 10 hours after huge two-ribbon flares 
with a source temperature > 2 x 107 K forming the base of a noise storm developing from 
a type IVmB burst (Svestka, 1984a). Also revivals of such coronal X-ray arches have 
been observed (~vestka, 1984b). This phenomenon is quite analogeous to the renewed 
occurrence of CMMSs in the same region observed in several cases. But in contrast to 
HXR, the ram-radiation is more effective at lower temperatures (as far as bremsstahlung 
is concerned) and thus, in principle, would be also capable to trace cooler regions which 
are not visible in X-rays at all. The question arises whether CMMSs, LDEs, and HX1-G 
arches together originate at deeper levels with a fast rise of their source region (with 
speeds of 100 or 1000 km/s) up to 50000-200000 km height and remaining there or being 
renewed without ascending source motion from below. In any case the energy supply 
must be provided even during the inter-flare periods in order to maintain the emission. 
A scenario for the first type of development was given by Hick and Svestka (1987). 

6. Conclusions 

The conclusions can be summarized as follows: 
- Coronal mm-wave sources (CMMSs) are observed as off-limb brightening in solar 

isophote maps. 
- CMMSs are connected with (1) Ha flares and microwave bursts, (2) long living 

super-gradual post-flare emission, (3) filament eruptions. 
- CMMSs are rarely observed and typically indicate extended flare-rich active regione 

and/or complexes of activity. 
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- CMMSs are closely related to LDEs and HXR,-arch structures as well as to radio 
noise storms. 

- CMMSs are likely to indicate far reaching magnetic field structures which may 
form the legs of CMEs. 

- CMMSs are Mso related (like filament eruptions and CMEs) to dynamic flare pro- 
cesses, however, the physicM link between long lasting confined sources and explo- 
sively dynamic processes is not yet understood. 

- CMMSs are in favour of an inhomogeneous source structure signifying (1) cold, 
optically thick plasma preferably at short ram-wavelengths and (2) hotter opticMly 
thin plasma at longer ram- and era-waves. 

- b'hture tasks involve observations with better spatiM resolution and a more system- 
atic coverage of CMMSs in time and spectrum including both Stokes parameters I 
and V .  
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Abstract. We have studied SMM Hard X-ray Imaging Spectrometer (IiXIS) observations of large 
scale brightenings (LSBs) associated with confined flares that developed in complex active regions. 
These structures have size s (> 101°cm) similar to the so-called "giant arches", that were discovered 
in HXIS images hours after the onset of two-ribbon flares. 

We have analyzed seven events, four observed after flares that took place in active region 
(AR) 2372 (NOAA number) during April 7 and 8, 1980 and three from AR 2779 during November 
11 and 12, 1980. Both ARs have the same magnetic configuration, two main spots with a reverse 
polarity region in between; in this type of configuration four topologically distinct sets of field lines 
are present. The three-dimensional field topology of AR 2372 was derived, using magnetograph 
data from April 6, in one of our recent works. This computations show the presence of a separator 
above the intermediate bipolar region and lines of force joining the main leading and trailing t~pots 
over it. These lines would correspond to the large loops observed in X-rays. Thus, these large scale 
features appear as pre-existing magnetic structures, whose brightening can be due to heatirg by 
internal energy dissipation or by energy leakage at the separator region. In some of our examples we 
were able to study simultaneously the temporal evolution of the flare and large loops parameters, 
we found that the LSBs temperature reaches its maximum during, or slightly after, the impulsive 
phase in hard X-rays and the emission measure some tens of minutes later; in all eases the LSB 
maximum temperature is higher than the flare's. We demonstrated that this can he due to the 
injection of suprathermal particles that are accelerated at the separator region. We have observed 
other characteristics in these large features, like a temperature stratification in the April LSBs and 
a growth with time in the November events. 

Our findings concerning confined flares and LSBs have led us to propose an alternative 
scenario for the origin of giant arches. In this view giant arches appear as the result of the 
sequential energization, due to reconnection, of a conglomerate of pre-existing large scale loops. 

This paper has been submitted for publication to Solar Physics. 
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A b s t r a c t .  The limb event of 13 August 1973, observed by Skylab in soft X-rays, exhibited 
typical characteristics of the giant post-flare arches observed by HXIS and FCS on board SMM in 
the 1980s. We present here examples of the processed Skylab images which yield 4 times better 
angular resolution than the SMM experiments and thus, for the first time, make it possible to 
distinguish the real fine structure of a giant post-flare arch. 

1. In troduc t ion  

After the detection of 10 giant post-flare arches in SMM data (see, e.g., Hick, 1988, p. 
15), observed either in X-ray continuum below 3.5/~ or in X-ray lines of Mg XI (9.2 -~) and 
0 VIII (20.0 .~), it became obvious that these structures should also have been observed by 
Skylab soft X-ray telescopes which imaged the Sun in similar energy bands: 2 - 54/~ in the 
S-054, and 8 - 47 ~ in the S-056 experiment, Until recently, however, any search for such 
structures was unsuccessful, due to the high background of scattered light which did not allow 
long enough exposure times, and which also does not allow accumulation of images which made 
these relatively weak structures recognizable in projection on the solar disk in the SMM data 
(where the background noise was very low). 

However, there is one conspicuous event in Skylab data which was observed on the limb, 
where the background does not have this disturbing effect, and which appears to be essentially 
the same phenomenon as the giant post:flare arches observed by the SMM. This event occurred 
on 13 August 1973 and was firs~ detected by Tandberg-Hanssen et al. (1975) who considered 
it to be a coronal condensation. Later on, Vorpahl, Tandberg-Hanssen, and Smith (1977) and 
MacCombie and Rust (1979) classified it as a long-duration X-ray event and included it among 
other eruptive flares with growing systems of loops. However, the event actually has all char- 
acteristics of the giant post-flare arches detected by the SMM, as has been demonstrated by 
~vestka (1991). 

2. Character i s t ics  o f  the  Arch  

We will mention here the three most essential characteristics which strongly indicate that 
the event on 13 August 1973 was a giant post-flare coronal arch (see ~vestka, 1991, for more 
extensive evidence): 

(1) According to Vorpahl, Tandberg-Hanssen, and Smith (1977), the Skylab feature reached 
an altitude of 180 000 km. This is an altitude typical for giant arches (cf. ~vestka, 1984), but 
much higher than (post-)flare loops in eruptive flares (e.g., Moore et at,, 1980). 
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(2) The top of the Skylab structure was rising with a very low speed of about 0.55 km/s 
which was rather constant for 10 hours (MacCombie and Rust, 1979). While flare loops have 
higher speeds early in their development, and the speed of their growth is gradually decreasing, 
giant arches show a wide spectrum of speeds, from less than 0.5 km/s (Hick and ~vestka, 1985) to 
more than 8 km/s (~vestka, 1984) and the speed in all observed cases was found to be constant. 
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Fig. 1. Above: Time development of flux, temperature (T), and emission measure (Y) in the 
giant post-flare arch observed by HXIS on board SMM in 3.5 - 8.0 keV X-rays on 6 November 
1980 (after ~vestka, 1984). Below: time development of flux, temperature, and density (emission 
measure) in the limb structure of 13 August 1973 observed on Skylab in 8 - 16/~ X-rays (after 
Vorpalfl, Tandberg-Hanssen, and Smith, 1977). 



223 

(3) Figure 1 compares the time evolution of this Skylab feature (after Vorpahl, Tandberg- 
ttanssen~ and Smith, 1977) with that of the well:studied giant arch of 6 November 1980 (after 
~vestka, 1984). The behavior is almost exactly the same: maximum temperature is reached 
less than 1 hour after the arch onset, maximum brightness about 2.5 hours after onset, and 
maximum emission measure still one hour later. Apart from the double maximum in brightness, 
the two sets of curves presented in Figure 2 are astonishingly identical. Note, for a comparison, 
that (post)-flare loops reach maximum temperature in their onset phase and maximum emission 
measure only a few tens of minutes later (cf., e.g., Figure 5 in ~vestka et al., 1982). 

Thus there can be little doubt that this was a giant post-flare arch according to the SMM 
definition (cf., e.g., Svestka, 1984). 

3. P rocess ing  of  2 - 17/~ I m a g e s  

All the giant arches seen by HXIS were observed with spatial resolution of 0.5 arc rain. 
The arches observed by FCS also had spatial resolution of the same order, because we had to 
"smooth" 4 pixels to get enough counts for a statistically significant analysis (cf. Hick etal.~ 
1987). Thus this Skylab event offers a unique opportunity to analyze a giant post-flare arch with 
spatial resolution improved by a factor four or better (nominally, the angular resolution of X-ray 
telescopes on Skylab at the solar limb was 5 arc sec). 

We have begun to process the X-ray images of the arch, obtained by the S-054 Skylab ex- 
periment, using filters 1 (2-  17/~) and 3 (2-  54/~). Digitized original images of the event are 
available on magnetic tapes kindly provided by David Batchelor at NASA GSFC, but unfor- 
tunately, due to several unfavorable circumstances, we have been unable to read and process 
these tapes so far. Therefore, for this presentation~ we had to use 16 years old second-generation 
photographic copies of the event, of much lower quality than Batchelor's data, and available 
only for filter 1. We have digitized these plan film copies and processed them using a method 
of local optimization of density, in the subimages of 33 x 33 pixels with a linear transformation 
of density. The results are shown in Figure 2. 

Fig. 2. Processed images of the event using 64 s exposures through filter 1 (2 - 17 /~). 
Left: situation 2 hour before the event, at 17:43 UT on August 13. Middle: near the maximum 
brightness of the event, at 21:43 UT on August 13. Right: more than 11 hours after the onset 
of the event, at 07:06 UT on August 14. 
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The images clearly demonstrate that the post-flaxe giant arches, seen before on SMM as 
unresolved clouds, consist of well-defined individual loops. The first image shows that high 
coronal structures existed in the corona above the active region prior to the post-flaxe giant arch 
appearance. This is in agreement with SMM observations in November 1980 (~vestka, 1984) 
and January 1985 (Hick et al., 1987) when the post-flaxe arches were classified as revivals of 
preexisting coronal formations. However, the second image, near the event maximum, shows 
that the brightest arch component is not identical with the brightest component prior to the 
event. Thus, other loops have apparently been formed or brightened in the post-flare arch. 

The second image also shows that the brightness maximum was at the top of the imaged 
loop(s). This is in agreement with SMM observations of the giant arch of 21/22 May 1980, when 
the maximum brightness also was located near the top of the arch (Hick and ~vestka, 1985). 
Already MacCombie and Rust (1979) detected this maximum at the top of the August 1973 
structure and considered it for the typical brightening at the top of post-flare loops. In post-flare 
loops, this top brightening indicates loop formation through a reconnection process (following 
Kopp and Pneuman's (1976) model) and the same conclusion can be drawn here for the arch. 
Thus these observations support the interpretation of giant arches by Poletto and Kopp (1988; 
see the discussion in Section 5 of Poletto and ~vestka, 1990) who suppose that new arch loops 
axe successively formed in the high corona through field-line reconnection following the flare. 

The last image in Figure 2 shows the situation during the arch decay. We see here quite 
different loops and the highest one still shows maximum brightness at its top. It is of interest 
that the loop footpoints get, at least in the projection, move progressively closer to each other 
during the arch development. This indicates changing shear in the arch structure; however, 
more images have to be processed to fully understand this effect. 

We hope that much more information can be obtained after we process the original images 
on the GSFC tapes and, in particular, when we process images from the 2 : 54/~ energy band 
and use images with vaxious exposure times~ These results should appear in one of Solar Physics 
1992 issues. 
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CHARACTERISTICS OF CORONAL MASS EJECTIONS 
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Abstract: Coronal mass ejections (CMEs) are important and beautiful solar phenomena. Their frequency of 
occurrence, locations, speeds, and sizes are presented, measured over a significant fraction of a solar cycle. 
As yet, there is no consensus model which adequately explains these measurements, in part because the 
initiation and evolution of CMEs appear extremely complex and intractable. 

I N T R O D U C T I O N  

This paper presents information about the appearance, frequency, locations, speeds, and sizes of 
coronal mass ejections, as observed in the fields-of-view of orbiting coronagraphs. Presentation of these 
characteristics is intended to set the stage for the coronal mass ejection (CME) papers which follow. 

The paper concludes with comments about the general characteristics of the initiation of coronal mass 
ejections and t l~ models which attempt to describe these initiations. 

For more information about CMEs than is contained in this volume, the reader is referred to three 
references to the literature by Harrison [1], Hundhausen [2], and Kahler [3]. 

A white light image obtained with an orbiting coronagraph captures a pattern of brightness. The 
brightness arises from Thomson scattering of photospheric light by the coronal electrons. Both the flux and 
the average polarization of the photons arriving at the coronagraph can be measured, but for the purposes of 
this paper polarization measurements are ignored. Because every free electron in the corona participates in 
Thomson scattering, coronagraph images reveal the presence of all the ionized material in the corona. That 
is, the brightness in an individual pixel of a coronagraph image depends solely upon the integral of the density 
of coronal electrons along the line-of-sight. The brightness contribution of any electron along the line-of-sight 
is weighted according to the distance of closest approach of that line-of-sight to the Sun and to the location of 
the electron along the line-of-sight light scatteredby dust.  Though ignored here, there are also contributions 
to the brightness in an individual pixel due to the F-corona and light scattered within the coronagraph. For 
thorough explanations of the K-coronal weighting functions and the F-coronal contribution, the reader is 
referred to the presentations by Billings [4] and Saito [5]. In what follows, we assume that the F-coronal and 
instrumentally scattered light contributions do not influence our interpretations, either because they have been 
subtracted from the images, or they are sufficiently faint to be ignored. While this is an adequate 
approximation for what is reported here this assumption is often not true for other studies. 

Lacking space for a comprehensive review, Solar Maximum Mission (SMM) coronagraph 
observations are emphasized in what follows. The SMM coronagraph data started in 1980 and ended in 1989; 
though interrupted from late 1980 until 1984, this is the longest observed run of any orbiting coronagraph. 
Throughout this period, observations were of good quality, were taken routinely, and were available at fairly 
high cadence. SOLWIND observations--which extend to greater height in the corona--have their own stories 
to tell about the characteristics of CMEs farther from the Sun. 

CME Appearance. Recently, Hundhausen [2] has described the three-part structure shown by many CMEs. 
The three parts consist of a bright erupting prominence at the bottom, surrounded by a dark coronal cavity, in 
turn surrounded by a bright arc of denser coronal material. In some coronal mass ejections an erupting 
prominence is not seen, but the other two components of the CME are almost always present. Rarely, we see 
CMEs that lack the coronal cavity; that is, they seem to be filled with brightly emitting denser material. 
Typically, the prominence does not move outward as rapidly as the outer parts and radial stretching of the C 
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CME results. The outer arch of the CME is smooth and nearly structureless, whereas there is a much more 
"knotty" structure in the prominence. Typically, as the outer arch of a CME rises, the legs remain rooted at 
their initial position angles. As the arch moves higher, the legs become approximately radial at these position 
angles and eventually fade away. 

S T A T I S T I C A L  P R O P E R T I E S  

Observations from orbiting coronagraphs span more than one solar cycle. OSO-7 and Skylab in the 
early 70's monitored a portion of solar cycle 19, the SOLWIND coronagraph monitored the rise of solar cycle 
21, and overlapped in 1980 with the SMM coronagraph. The Solar Maximum Mission (SMM) coronagraph 
observed the corona in 1980 and then again from 1984 until 1989. 
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Figure 1. Annual Average CME rate. Observations from Skylab (in 1973), Helios 
(~), SOLWIND (X), and SMM (o) span 16 years. To estimate the entire production of 
CMEs, the observed production rates have been corrected for visibility and duty cycle 
effects. See text from Webb [6]. 

Frequency of  Occurrence. Figure 1 shows the number of CMEs occurring per day. In years when 
observations were available from more than one orbiting instrument, agreement is rather good, except for 
1980 when there is a 50 percent discrepancy between SOLWIND and SMM observations. To estimate the 
total number of CMEs per day emitted from the entire Sun averaged over a year, Webb [6] has applied the 
following correction to the number of CMEs actually observed. First, the number of CMEs observed above 
the solar limbs is doubled, to account- for ejections which presumably left the Sun in the earthward and anti- 
earthward directions; then these numbers are increased to account for the duty cycle of the experiment during 
the year. 

The number of CMEs emitted per day by the Sun appears to vary approximately in phase with the 
solar cycle. Although there are some difficulties in comparing occurrence rates obtained with different 
instruments, due to particular instrumental effects, we can infer significant variations from the SMM 
observations alone. Figure 1 shows that CME rates fell about a factor of 10 from the maximum of solar cycle 
21 to the minimum separating solar cycle 21 and 22, and then rose to the earlier value at the maximum of solar 
cycle 22. The average number of CMEs per day appeared to be the same in 1980 and 1989 when the average 
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sunspot numbers in both those years were about 155; however, in years when the average monthly sunspot 
number was 33 to 38, the CME occurrence rate varied by a factor of 3 from about 0.3 to about 0.9 per day. 

Figure 2, also from Webb [6], compares CME rates (corrected as for Fig. 1) to sunspot numbers. 
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Figure 2. Variations of CME rates with sunspot numbers, annual averages. The 
annual average CME rates of Figure 1 are here plotted against their appropriate annual 
average monthly sunspot number. Data symbols are as in Fig. 1 f. From Webb [6]. 

Locations. For many, but not all, coronal mass ejections, it is possible to delineate the position of the 
northern and southern edges. For a given CME, the position angles of these two edges, ~bl and ~b2 (measured 

counterclockwise in the plane of the sky from 0 ° at solar north) can be averaged--(¢l + ~2)/2--to give the 
position angle--or, equivalently, the apparent latitude--of the "center" of the CME. Figure 3 shows SMM 
observations of CME locations in 7 years. The top panel of the figure shows that in 1980, at solar cycle 
maximum, CMEs were observed over both north and south poles, and the distribution of latitudes of CME 
centers was quite flat. The distribution of apparent latitudes of CMEs shrinks toward the equator as solar 
minimum (1986) is approached and then rapidly reoccupies a broad range of latitudes in the years of rising 
solar cycle. 



2 3 0  

0.3 , , ,  , , ,  , ,  , , , t  , , , , , 

1980 

O l i '  , oZQ i ~ L ~ ~ 1 5 9  Meosuremenfs 

-90" -60" -30" o" 30" SO" 90" 

0 ~ ~ 1  { I I I I I t l I I t I I I {98~ 

0.2 51 Measurements 

o n ,,n, 

O 3 ~  I ' I ' ' I ' ' I I I I 4 I ( ' 1 9 8 5  

02 59 Measurements 

i o' 
o , , i , , i  n , i  ,~ 

g88 
o.~ 44 Meosu¢emeNs 

o$ 

u. o 
0"3~ [ ' I I I I I I I I 1 i I I I I 0  ~ 1987 

104 Measurements 

o , , in  , ,,4~, 

° 3 f ' ' ' ' ' ' ' ' l ' ~ t ' ' t ' '  f988 
02 369 Measurements - 

oJ -- 

O.~ i i { i i i i i [ i i i i I I I {9~9 ~ 

02 463 Meosurements °"~~, 
~-so" -6o" -30" 0 o ~0" so- so" 

APPARENT LATITUDE 

Figure 3. Apparent central latitudes of 1209 CMEs observed from SMM, year by year. 
From Hundbausen [7]. 
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Figure 4. Locations of apparent central latitudes, using same data as in Figure 3. 
From Hundhausen [7]. 
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Figure 4 presents the locations of CMEs during the solar cycle in the familiar "butterfly diagram" 
format. Hundhausen [7] has pointed out that Figure 4 closely resembles a similar-format figure showing the 
locations of prominences, but differs markedly from a similar-format figure showing the locations of active 
regions. He asserts that this comparison confirms that CMEs are physically better connected with large, 
closed, coronal magnetic structures than with small-scale, intense, active region, magnetic structures. 
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Figure 5. CME speeds in three epochs. From Hundhausen [8]. 

Sneeds. Many, but not all, coronal mass ejections have features which can be identified in successive images. 
From the projected heights of a feature at various times it is possible to derive speeds for the CMEs. It is 
conventional not to correct the measured speeds for projection effects, even though not all CMEs arise in the 
plane of the sky. Typically, CME speeds are nearly constant and accelerations or decelerations are mild, 
especially at heights of a few solar radii. Figure 5 shows CME speeds measured at three epochs of the solar 
cycle. The Skylab and SMM observations were taken with similar instruments and reduced in similar ways. 
The top panel shows data from a 9-month interval approximately five years after solar maximum. In this 

period, speeds ranged from ~< 100 to ~900  km s -1  and average about 350 km s -1 .  In 1980, at solar 

maximum, CME speeds ranged up to 1300 km s -1 ,  but generally the distribution of speeds was similar to that 
in 1973-1974. The bottom panel, for 1984-1985, approximately 5 years after solar maximum, as in the top 
panel, shows a strikingly different distribution of measured speeds; there were many more slow than fast 

events, and few speeds exceeded 400 km s -1 .  Those CMEs were traveling outward at speeds less than the 
Alfv~n speed and less than the sound. It is obvious that these CMEs cannot be "pistons" driving shocks. It is 
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also interesting to note that CMEs do not slow in a ballistic fashion as they rise. Although many CMEs 
progress outward at low heights at speeds well below the local ballistic escape speed, eventually the CMEs' 
constant speeds exceed the lower speed of escape from greater heights. 

There is no obvious, systematic difference in appearance between fast and slow CMEs. That is, it is 
not possible to tell from a single snapshot of a CME whether it is fast or slow. 

Sizes. In contrast to the previously discussed properties of CME characteristics, the sizes of  CMEs, their 
angular widths, do not appear to vary appreciably with phase in the solar cycle. Here, we take the angular 
width or size o fa  CME to be the difference between the position angles of the two edges, [~2 - ~?1]. 
Figure 6 shows the distribution of  angular widths of CMEs measured with the SMM coronagraph in each of 
seven years. Although the distributions are smoother in years of numerous observations, their shapes do not 

differ greatly from year to year. The annual average size of a CME varies only a few degrees from 45 ° during 
the solar cycle. 
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Figure 6. Angular widths of 1209 CMEs observed from SMM, year by year. Annual 
average values are shown by arrows. From Hundhausen [7]. 
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Obviously, an event spanning 45 ° covers a much larger range of position angles than the typical 
active region. This observation reinforces the idea that coronal mass ejections are associated with large-scale 
coronal magnetic configurations rather than with active region scale configurations. 

Models. Even a modest discussion of the various CME models which have been proposed is beyond the 
scope of this paper. For brevity, it is convenient to consider categories of models. Harrison [1] suggested 
that there are four categories of CME models. (a) A stable magnetic configuration is disrupted by a large- 
amplitude perturbation. (b) An initially stable configuration evolves to a metastable state, which is then 
disrupted in response to a small perturbation. (c) An initially stable configuration evolves incrementally in 
response to small changes at the boundary until the next small boundary change imposes an abrupt loss of 
equilibrium. (d) An equilibrium magnetic configuration exhibits large-amplitude, rapid evolution in response 
to incremental, slow changes in boundary conditions. 

Harrison gives an extensive discussion of proposed CME models in the context of these four 
categories. We note that Harrison's categories (b) and (c) seem to differ only very subtly, if at all. In 
Harrison's category (a) models, the CME is initiated by a flare; however, many CMEs are initiated without a 
flare being present. 

Regrettably, no model in any of these four categories is completely satisfactory to explain coronal 
mass ejections. Physically unrealistic simplifications abound (for example: solving a 2-D problem when most 
solar magnetic configurations are intrinsically 3-D, assuming dynamic structures are permeated by force-free 
fields; or considering a series of static equilibria to represent dynamical phenomena), because the realistic 
problem is intractable. 

CONCLUDING COMMENTS 

Enough coronagraph observations have accumulated that we may be confident about the salient 
characteristics of coronal mass ejections. (A noteworthy exception is the magnetic field in and around CMEs.) 
As yet, there is no consensus on the mechanisms which initiate and drive these beautiful objects, despite 
diligent effort on the part of many theorists. 

The triple coronagraph on the SOHO mission, to be launched in 1994, promises to extend the range 
of heights over which individual CMEs are observed. In conjunction with the emission line measurements 
made by the other instruments aboard SOHO, we can look forward to a better understanding of a CME's 
history--and its make-up. We will have more information abut CMEs' internal density, temperature, and 
velocity structure than we have ever had before. 
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A b s t r a c t :  Despite nearly two decades of observations and study of coronal mass ejections (CMEs), the question 
of the physical and phenomenological origins of CMEs remains unanswered. This question has been addressed 
in several different types of studies, each having important limitations. These include statistical analyses of the 
probabilities of association with CMEs of certain kinds of solar activity near CME onset, studies of the timing and 
location of activity associated with individual events, and hybrid studies combining these methods. These studies 
suggest significant levels of association between CMEs and such near-surface activity as eruptive prominences, 
optical and X-ray flares, and gradual microwave and metric type II and IV radio bursts. The highest frequencies 
of association are between CMEs and prominence eruptions and long-enduring X-ray events. This relationship 
appears strong enough to suggest that prominence- related ejections may form a separate physical class of CMEs. 
On the other hand, about half of all CMEs appear to have no "good" associations. I review the results of studies 
of CME origins, including recent results on the timing and location of CMEs and related activity. 

1 Introduction 

Much has been learned about coronal mass ejections (CMEs) since they were first exten- 
sively studied during Skylab. Although only a fraction of all observed coronal activity, 
CIVIEs are of interest because they involve discrete ejections of mass and magnetic fields 
into the solar wind. However, we still lack a good understanding of the origins of CMEs 
at or near the surface, and how they are driven through the corona. In this paper I 
review results pertaining to the first question. 

CMEs are best observed near the limb of the sun in Thomson- scattered white 
light by coronagraphs. In order to observe subtle coronal structures, coronagraphs must 
occult the photosphere and bright inner corona below about 1.5 R0. These instrumental 
considerations place fundamental limitations on how well we can determine the initiation 
process of CMEs. Data sets from three orbiting coronagraphs have governed the studies 
of CMEs. The first High Altitude Observatory (HAO) coronagraph was successfully 
flown during the Skylab missions in 1973-1974 and observed nearly 100 CMEs. The 
Solwind coronagraph, built by the Naval Research Laboratory, was flown on the P78- 
1 satellite and observed more than 1200 CMEs between March, 1979 and September, 
1985. The HAO coronagraph-polarimeter (C/P)  on the Solar Maximum Mission (SMM) 
satellite obtained observations of over 1300 CMEs during 1980 and after its repair, from 
June 1984 until SMM's reentry in December 1989. 

The coronagraph observations have been complemented by  additional CME obser- 
vations in the inner and distant corona. The ground-based HAO K-coronameter at 
Mauna Loa Solar Observatory (MLSO), Hawaii observes over an altitude range of 1.2- 
2.2 R0, while a prominence monitor simultaneously records disk and limb Ha images. 
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These observations were made during most of the SMM mission, from August 1980 to 
the present. From 1975 through about 1982 observations of CMEs in the interplanetary 
medium were obtained by the zodiacal light photometers on the Helios spacecraft. With 
this instrument CMEs could be observed from 0.3 to 1.1 AU and even from within the 
CME itself. 

To try to better understand their origins, the CME observations are usually com- 
pared with spaceborne and ground- based data of other kinds of near-surface activity 
thought to be related. These have included data in EUV and hard and soft X-rays 
from the Skylab, SMM, Solrad and GOES satellites, spatially resolved microwave and 
metric radio burst data from radio observatories such as Culgoora, Clark Lake and 
Nancay, swept frequency burst data, and optical observations of flares and prominence 
eruptions from worldwide observatories, recently including the USAF SOON network. 
Some theoretical models of CMEs have also addressed their initiation, but only in ad 
hoc ways. 

In the next section I review general results from previous CME association studies, 
and in Sections 3 and 4 the timing, spatial scales and locations of activity related to 
CMEs for flares and erupting prominences (EPs), respectively. Recent results placing 
CMEs in the context of large-scale coronal structures are described in Section 5 and 
the main points summarized in the last section. The relation of CMEs to theoretical 
models, shock waves, interplanetary phenomena, and metric radio bursts are addressed 
elsewhere in these proceedings (also see reviews such as [1]). 

2 R e v i e w  of  C M E  Assoc ia t ion  Studies  

The Skylab mission provided the first large data base of CME events which could be 
compared with other solar phenomena to search for spatial and temporal associations. 
Gosling et al. [2] and Munro et al. [3] carried out the first surveys associating the ~ 75 
major Skylab CMEs viewed in the middle corona with near-surface activity, and found 
good associations with EPs, Ha flares, X-ray events, and type II and IV radio bursts. 
Webb and Hundhausen [4] found that about 2/3 of the SMM CMEs with measured 
speeds observed during activity maximum in 1980 could be well associated with these 
same kinds of solar activity. In addition, they found that most of the associated soft 
X-ray events were of long duration (LDEs). For both epochs the CMEs were most 
commonly associated with EPs (about 80% of the associated CMEs) and soft X-ray 
events; EPs were about twice as likely to be associated than were Ha flares or metric 
radio bursts. Harrison [5] and St. Cyr and Webb [6] performed similar studies with SMM 
data covering the epoch around solar minimum, 1984-1986, and got similar results. 
However, [6] found that a lower fraction of CMEs had apparent associations, likely an 
effect of the lower average speeds of the CMEs during this period. Table i [6] summarizes 
the key results and demonstrates that the distribution of the various forms of activity 
related to CMEs does not change over the solar cycle. 

Other results also reveal an important role for prominences in the origin of CMEs. 
Bright cores of material, presumed to be the remnants of Ha prominences, have been 
seen in about ~ [4] to 1 [6] of all SMM mass ejections. Although the brightest of 
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these structures match well with Ha-emitting material lower in the corona, most of 
this material becomes nearly fully ionized as it moves outward [7]. On the other hand, 
occasionally some of the prominence material can survive unheated to 1 AU as evidenced 
by enhanced He + events. 

A prominence is also a key part of the classic picture of a CME as a three-part 
event. In this picture the pre-event structures, consisting of the  prominence, overlying 
coronal cavity and ambient corona, erupt to become the bright core, intervening dark 
shell or cavity, and outer loop of the CME in coronagraph images. It is important to 
note that most CMEs form below the field of view of a coronagraph, even below that 
of the K-coronameter which restricts the height of formation to below 1.2 R0. However, 
eruptions of pre-existing streamers, the so-called streamer blowout events, clearly involve 
the expulsion of coronal material and mass previously in the coronagraph field. 

The association studies show that, not only are EPs the most common activity 
associated with CMEs but nearly all single associations are EPs. Even when CME- 
associated, flares are usually accompanied by cool eruptive material. Wilson and Hildner 
[8] found that about half of the magnetic clouds, considered to be signatures of CMEs at 
1 AU, defined by Klein and Burlaga [9] could be associated with filament disappearances 
back at the sun. Cane et al. [10] and Heras et al. [11] found a number of cases where 
interplanetary shocks, which are associated with CMEs, and energetic particle events 
arose from isolated EPs. Despite the lack of accompanying flares, these events resulted 
in very energetic interplanetary phenomena. Finally, the 1 AU in-situ signatures of 
disturbances following flares and large, isolated filament disappearances exhibit distinct 
differences, suggesting that such EPs form a separate class of CMEs [12]. 

There may also be two classes of CMEs in terms of their kinematical properties 
or energetics. Using K-coronameter observations, [13] found a clear difference between 
flare- and prominence-associated CMEs. Flare-associated CMEs exhibited higher speeds 
with little evidence of acceleration, while prominence-associated CMEs were slower and 
displayed substantial acceleration in the low corona. MacQueen and Fisher suggested 
that flare-associated CMEs are produced in impulsive accelerations acting over small 
spatial (0.2 R0) and temporal (< 10 min.) regimes, while prominence-associated CMEs 
are subjected to significant accelerations over extended distances and times. However, 
one problem with this simple picture is that because of the limited time cadence of coro- 
nagraph observations, accelerations cannot be determined accurately for faster CMEs; 
they could have accelerations similar to prominence-associated CMEs. In addition, 
because many CMEs are associated with both prominences and flares [4, 6], there is 
ambiguity about the way [13] made their flare and prominence associations. A contrary 
view is that of [14] and others who suggest that there exists a broad spectrum of CME 
sources ranging from large flares in complex active regions to eruptions of isolated qui- 
escent prominences. These events would then differ only by degree, and would not be 
separate classes as suggested by [13]. 

There is evidence that the latitude distributions of CMEs track prominences and 
EPs more closely than flares over the solar cycle [15, 4, 48]. For example, the CME/pro- 
minence distributions are both flatter and more extended in latitude near activity maxi- 
mum than minimum, unlike sunspot groups (i.e, active regions/flares). Recently, Hund- 
hausen [48] has shown that during the entire SMM period the latitude/time plot of all 
SMM CMEs more closely resembled that of streamers and prominences than of sunspots 
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(the "butterfly" diagram) or active regions. But the annualized occurrence frequencies 
of CMEs and all related activity tracers tend to track the activity cycle [16]. 

To conclude this section, I emphasize the following caveats which apply to CME 
association studies [17, 4, 18]: 1) Because of the Thomson-scattering process, coron- 
agraphs are most sensitive to CME material near the plane of the sky, i.e., the solar 
limb, leading to ambiguities in the longitude of the source region of the CME. 2) Coro- 
nagraphs occult the inner corona wherein most CMEs are formed. Therefore, a large 
extrapolation of the height/time trajectory backward in time and space to the limb 
at 1 Ro is usually necessary. 3) The height vs time trajectories are not always well 
determined because of insufficient data points and/or inaccurate measurements of the 
subtle fronts of CMEs. 4) The most significant acceleration of a CME occurs low in 
the corona where it is poorly observed, leading to large uncertainties in the onset time. 
Those using statistical association methods assume no CME acceleration (i.e., constant 
speed) in calculating the extrapolated onset time for a CME at the solar limb. 5) The 
altitude at which the CME is formed and initiated is usually not known and may not 
lie at 1 Ro. Finally, the statistical studies tend to show that only 40-60% of all CMEs 
have "good" associations. A priori, this might be expected since half of the CMEs 
could be associated with unobservable surface activity over the limb. However, the low 
coronal activity considered related to CMEs (EPs, X-ray LDEs, metric radio bursts) 
should be visible for some distance over the limb. In addition, slower CMEs tend to be 
unassociated [6], and some likely frontside CMEs have no associated activity. Wagner 
[19] claimed that a large fraction (> 30%) of CMEs comprise a separate class which 
leave no detectable near-surface signature, but the evidence for the existence of such a 
class is not compelling [e.g., 4]. 

3 Relat ionship of Flares to CMEs 

CME Precursors and Timing: Flares A currently popular paradigm is that the acti- 
vation of coronal magnetic fields leading to a CME begins well before the appearance 
of any surface activity in the form of flares or EPs. If so then CME models based on 
pressure or thermal drivers cannot be applicable because the required overpressure from 
the flare or EP is not available to drive the CME and, to compensate~ the CME onset 
would have to occur during the flare. This would require unrealistic acceleration profiles 
or high starting heights for the CME, neither of which is observed. Some of the energy 
released during a CME could drive precursor activity, and there is some evidence of 
precursor activity tens of min. to hours before the onset of surface activity and even 
before CME onset. 

Jackson and colleagues described evidence for two kinds of coronal precursors oc- 
curring before the onset of Skylab CMEs. The first were called "forerunners", large, 
faint regions of enhanced brightness that were found to rim the CMEs [20]. The outer 
boundaries of the forerunners maintained a constant offset of 1-2 R0 from the CME. If 
real, they are significant because the volume of corona encompassed by the forerunner 
is much larger than that of the following CME. Moreover they imply that the onset 
of the material ejection begins much higher in the corona and at an earlier time than 
previously thought. Jackson [21] noted that in some events forerunner material was ac- 
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tuMly in motion prior to the associated surface activity. However, using Solwind data, 
[22] concluded that forerunners were either an artifact of the contouring process used 
or, at least, were structures not separate from the CME itself. This controversy remains 
today; there have been no published results using the SMM data. Hopefully, CME data 
from the SOHO coronagraph will be able to resolve this issue. 

A second type of precursor was reported by [23]. Culgoora type III radio bursts 
showed significant temporal clustering an average of 6 hrs. before Skylab CMEs were 
detected. Culgoora radioheliograph positional data revealed that these same type IIIs 
clustered spatially at the limb within 20 ° of the centroid of the CME. Jackson (priv. 
comm.) plans to compare 5 years of the Culgoora data with Solwind and SMM CME 
data to confirm the previous study. 

Data nearer the time of CME onset indicate the existence of precursor activity 
before some, but not all CMEs. An early assessment of SMM flare-associated CMEs 
[24] indicated that their departure times preceded flare onsets. Recently, Harrison [25, 
26] has found that CME onsets precede any subsequent associated Ha or X-ray flares 
by an average of 17 min. He associates CME onsets with precursor X-ray arches having 
large scale sizes of ,,, 10 ~ km. and connecting two active regions. This result, which 
applies only to flare (in active regions)- associated CMEs, is based on only 3-7 cases 
with coincident SMM X-ray burst images and C/P  CME observations. In addition, 
nearly all X-ray flares observed by the SMM HXIS instrument were preceded by weak 
soft X-ray bursts [27]. However, other recent results [28, 26] using SMM XRP a~d 
GOES X-ray data do not show such a clear pattern. Precursors are often not found in 
the same active region related to the CME and associated main flare, and the locations 
of these flares with respect to the centroid of the CME vary. In summary, there is some 
evidence that weak soft X-ray emission may accompany CME onsets, but this result 
should be considered tentative. 

R ~ +10 ~ -  "CO ~/AL WHIP" WH [ TE- LI C, HT TP-,ANS 1 Ei(T 
N ~ f 1706-17q9 21ltl.2~07 

/ 
• / _":A12 \23 , 

0 . . . . . . . . . .  ~'-m'-~ 0 
1, ° - -  - % . - -  % - "  
-2o ~/'~ ~ -" "" - -  

- ",~ \ - " T  1 / z7,3 

/ 21tll 2233 2319 

Fig. 1. Composite drawing showing leading edges of Skylab white light CME loops (times 
in UT) erupting from X-ray arch in low corona [29]. 

Harrison was not the first to associate a precursor X-ray arch with the onset of a 
CME. Rust and Hildner [29] identified a faint, expanding soft X-ray arch at the limb on 
13 August 1973 as the source of the leading loops of a CME seen later in the outer corona 
(Figure 1). The X-ray arch had the same mass aad acceleration as the subsequent white 
light loop. Like Harrison's events, this X-ray arch was a separate precursor event to a 
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large LDE that  occurred in the same active region with a peak flux 2 hrs. later. Data 
from Yohkoh and SOHO should help answer if such expanding X-ray arches are the 
early stage of CMEs. 

CMEs and Durations of X-ray Flares It is logical to assume that the opening of large- 
scale coronal fields in a CME should result in some signature of heating in the low 
corona. The Skylab and SMM data suggest that this is the case, but definitive evidence 
is lacking. Perhaps the best Skylab evidence for such heating were the soft X-ray LDEs 
and their associated microwave gradual rise and fall signatures. Sheeley et al.'s [30] 
observations of >_ 4.5 hr. Solrad LDEs suggested that all such LDEs are accompanied 
by CMEs and most LDEs are associated with disappearing filaments. Webb et al. [31] 
examined the fainter LDEs outside of active regions and found them to be associated 
with a pre-existing filament cavity within which a filament disappeared, leading to a 
filling-in and probably heating of the cavity. Many of these events had flux levels well 
below that of the Solrad whole-sun X-ray detector. Kahler [32] found that LDEs consist 
of arcades of high loops which he argued were the X-ray analogs of Ha post-flare loop 
prominence systems (LPS). 

Pallavicini et al. [33] surveyed Skylab X-ray limb-flares and concluded that all flares 
consisted of two classes: confined, compact flares with small volumes, low heights and 
short durations (tens of rain.), and those with large volumes, high heights, and long 
durations (hours). The second class was well associated with CMEs, but the first class 
was not. These results suggested that when CMEs are associated with flares, those flares 
should be LDEs. Overall, these Skylab studies and the reconnection model involving 
LPS/LDE flares [34, 14] led to the concept of two classes of flares which persists to this 
day [35]. 

The relationship between CMEs and X-ray flare events was investigated further by 
[36] using Solwind and GOES data. They found that the probability that a CME would 
be associated with an X-ray flare increased with the duration of the X-ray event. For 
events with durations >_ 6 hrs., all X-ray flares were associated with CMEs. Surpris- 
ingly, their plot of CME/X-ray association was a smoothly increasing function of X-ray 
duration with no cutoff at short durations. That CMEs are associated with a wide 
range of X-ray burst durations has been confirmed in subsequent studies [4, 37, 26]. 

Since short-duration flares are supposed to be confined and non-eruptive, it is of 
interest to study the CMEs associated with such flares. Kahler et al. [37] did so and 
found that such short- duration flares are compact and their associated CMEs tend to 
be narrow. Figure 2 shows this, as well as an apparent trend for longer X-ray durations 
with increasing CME angular widths. This implies a correlation between the spatial 
scale sizes of CMEs and their associated flares. 

CMEs and the Energetics of X-ray Flares Hundhausen and Sime (priv. comm.) have 
studied about 30 CMEs for which high quality HAO MLSO coronameter and SMM C/P  
data exists (most during the rise to maximum period in 1988-1989). This combined 
data set is important for learning about the origins and kinematics of CMEs because it 
extends the height interval over which CMEs can be studied from near the surface (1.2 
R0) to 6 R0, minimizing the spatial and temporal extrapolations needed for comparison 
with other activity. Using such data sets, Hundhausen (priv. comm.) finds no clear 
relation between the energetic scale of a CME, such as its size, mass or energy, and 
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that of any associated X-ray events. In addition, even very fast, energetic CMEs may 
or may not be accompanied by LDEs in a whole- sun detector, even when the solar 
background flux is low. Figure 3 shows examples of the height/time plots of two similar 
fast, energetic SMM/MLSO CMEs, both with large EPs at the limb extending onto the 
disk. One was associated with an energetic (M3 level) LDE and the other with no X-ray 
event above the background (C6 level). Also, even in the case of the associated LDE, 
the CME and prominence appeared to be in motion several min. before X-ray onset. 
In this and several other cases, the CME initiations could be directly observed within 
the field of view of the instruments and the launch times determined to uncertainties of 
a few min. Even for fast events, the CME onsets tend to occur several rain. before that 
of any associated X-ray emissions. Hundhausen also finds that the widths and speeds 
of SMM CMEs are not dependent on latitude, implying that flare-associated CMEs 
(from active regions) are not qualitatively different from those accompanying isolated 
high-latitude filament eruptions. Thus, these recent results support the idea that flares, 
when they occur, play only a secondary role as a byproduct of the CME process. 

TABLE 1 - Results of Association Studies 

1973-74 

Skyl~ I31 
No. of CMEs with 
Me~umt Speeds 40* 

Av~age CME Speed 
(k~/~) 4~0 

No. of CMEs with 
Amociatiom 34 (~%)* 

Dis~'ib~tion of Associations 

Erupting Proralntmces 31 (91%) 

X~r&y Events 16 (47%) 

Ha Flares 13 (38%) 

Radio II, IV Bursts 14 (41%) 

1980 1984-86 
SMM {41 SMM [61 

58 73 

340 237 

33 (66%) 3,, (47%) 

26 (68%) 26 (76%) 

29 (76%) 25 (74%) 

14 (37%) 9 (26%) 

12 (32%) 7 (21%) 

* See [4] for discu~on of Skylab CME speed mea~rements and aseociations. 
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Fig. 2. Angular widths  of  Solwind CMEs 
vs duration of  associated 1-8/~ GOES X-ray 
flares. Line is least-squares fit [37]. 

Locations of CMEs and Flares Harrison and colleagues have studied the detailed po- 
sitions and timings of X-ray flares associated with CMEs. Their scenario places the 
sources of flare-associated CMEs in large X-ray arches connecting different active re- 
gions. When the CME reaches a sufficient height, a flare may be triggered in one 
footpoint of the arch. Thus, this flare should be positioned near one leg rather than 
the center of the angle subtended by the CME spazl. A comparison of the positions 
of,48 flares with the angular extents of their associated CMEs was interpreted by [25] 
as showing a strong tendency for the flares to occur near one leg of the CME (Figure 
4a). However, there are problems with this apparently straightforward result. Harrison 
plots his histograms of the number of CME flares vs the parameter, a, relating the 
limb location of the flare to the CME span. If these angles are replotted in terms of 
a more physicMly meaningful equal-angle parameter (R), then Harrison's distribution 
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can not be statistically distinguished from a random one, even for the smallest R, i.e., 
flares nearest one CME leg. Recently, [37] found the locations of flaxes associated with 
Solwind CMEs over the same time period broadly distributed with regard to the CME 
spans (Figure 4b). In addition, [28, 26] have found relatively flat distributions of a 
(replotted in Figures 4c and 4d as R) for CME flares during the recent solar minimum. 
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These researchers emphasize the fact that the characteristic angular sizes of CMEs 
exceed those of any associated Ha flares and active regions by factors of 3-10. Kahler 
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et al. [38] also found that the Ha impulsive phase brightening of four well-studied flares 
was much smaller than the sizes of associated erupting filaments. To summarize, CME 
flares and active regions are much smaller than and can lie anywhere under the span of 
the accompanying CME. 

Interesting new results suggest that there are systematic offsets between CMEs 
and any underlying flares and the active regions in which they occur. Harrison et al. 
[28] found that the flare active regions associated with SMM CMEs in 1985-1986 lay 
systematically equatorward, but not at the legs of the CMEs. Kahler [39] compared 
the locations of high-latitude, new-cycle active regions associated with SMM CMEs 
during 1986-1987. He found that the CMEs extended between new-cycle regions across 
the equator and, therefore, that these regions nearly always lay on the high-latitude, 
or poleward side of the center of the CMEs and at their legs (Figure 4e). A major 
difference in these two studies was that Harrison et al. [28] examined only low-latitude, 
old-cycle regions at activity minimum, whereas Kahler [39] studied only high-latitude, 
new-cycle regions. 

Good correlations have been found by [40, 41, 39, 16] between the occurrence rates 
of CMEs and that of sunspot numbers (i.e., active regions) over different phases of the 
cycle. However, [42] found no such correlation in terms of longitude quadrants using 
the 1980 SMM data, and he suggested that the large-scale coronal field plays the key 
role i n  CME production. Taken together, these results suggest that if, at the start of 
a cycle, CMEs are directly connected to active regions, the large-scale structures from 
which the CMEs arise become decoupled from the strong surface fields or don't share 
the same migration patterns as the cycle evolves. 

4 Relat ionship of  Prominences  and CMEs 

Locations of CMEs and Prominences As reviewed earlier, the association studies have 
consistently revealed a closer association between CMEs and prominences and their 
eruptions than with flare phenomena, including the observation of prominence material 
within the CME itself. One reason that this relationship is only now becoming clear 
is that, historically, EPs have been more poorly observed and reported compared to 
flare activity. Like flares, recent results reveal evidence of systematic latitude offsets 
between CMEs and their associated filaments or prominences, and that these offsets 
vary with the cycle. Based on comparisons of MLSO K-coronameter and prominence- 
monitor data, Sime (priv. comm.) reports that prominences tend to be systematically 
offset either equatorward or poleward of their associated CMEs at different phases of 
the cycle. During the rise of the present cycle in 1987~1989, the prominences tended 
to lay poleward of the CMEs, in agreement with the result [39] for active regions. Since 
prominences and active regions lie on or over the inversion line of the surface magnetic 
field polarity, these results suggest that CMEs do not radially overlie the inversion lines 
associated with the strongest surface field. Instead CMEs may be more intimately 
connected to the large-scale coronal loops observed in X-ray and metric radio images to 
interconnect active regions. 

My colleagues and I are using HeI ~ 10830 and SMM CME data to better understand 
the disparity in size scales between CMEs and their lower atmosphere manifestations, 
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and to search for the boundaries of the fields opened during the CME. Harvey et al. 
[43] found that He double-ribbon events were a good ground-based proxy for the soft 
X-ray signatures associated with filament eruptions on the disk. We have compared 
the size scales and angular positions of SMM CMEs with their associated He double- 
ribbon events from 1984-1989. In agreement with Sime's results, we find that these He 
events were also systematically offset poleward from the CMEs. In addition , despite the 
fact that the He events represent probably the largest surface manifestation of activity 
associated with CMEs, the CME spans still significantly exceed the projected widths 
of the double ribbons, and the projected spatial overlap at the limb between the two 
phenomena is poor. We are in the process of extending this study to include Skylab 
X-ray and white light data and Solwind CMEs from 1979- 1984. 

CME Precursors and Timing: Erupting Prominences It is well known that various 
kinds of filament activity precede the eruption of the filament itself by tens of min. 
Since EPs are the most common activity associated with CMEs and appear as bright 
cores within many CMEs [4], pre-eruptive filament activity should be considered a form 
of CME precursor. Kahler et al. [38] found that the eruption of four Ha filaments began 
before the onset of associated flare impulsive phases and showed no new acceleration 
attributable to the impulsive phase. Therefore, these EPs, and by analogy the CMEs 
associated with them, were driven independently of the flare and its impulsive phase. 

I am not aware of any comprehensive studies comparing the timing and acceleration 
profiles of EPs associated with CMEs. The ideal data set for this comparison is probably 
the MLSO K- coronameter, Ha prominence-monitor and SMM coronagraph suite of 
instruments mentioned earlier. As illustrated by Figure 3, Hundhausen (priv. comm.) 
has compiled a number of cases with such data which typically show both the CME 
and prominence in motion many min. before any associated flare onset. However, it 
is not clear if the time resolution of these data is sufficient to determine whether the 
prominence motion begins before the white light ejection. 

CMEs and Late-Phase Phenomena Loop prominence systems (LPS) are extensive loop 
arcades which overlie the magnetic inversion line for some hours following major flares. 
The loop footpoints form the flare double ribbons, a key signature of eruptive flares. 
Kopp and Pneuman [34] proposed that an LPS forms due to magnetic reconnection of 
oppositely directed field lines, and the Skylab observations indicated that LDEs were 
the lower coronal signature of LPSs. Thus, each newly formed loop is first observable in 
hotter coronal lines [30, 32], then later in cooler lines, such as Hc~, as it cools. As with 
other flare phenomena, the angular size of an associated CME is much larger than that 
of the LPS. Thus, if reconnection is a common process in the corona following CMEs, 
LPSs may only denote the areas where this process is occurring in the strongest fields. 
Regardless , LPSs, LDEs and other late-phase phenomena appear to be the best indicator 
of reconnection continuing in the low corona for hours following a CME. Another type 
of late-phase event, the gradual hard X-ray burst, is also closely associated with CMEs 
and major flares [44]. These events follow the onsets of CMEs by 5-60 min. and are 
characterized by a hardening of the E > 30 keV X-ray spectrum and a large ratio of 
microwave to hard X-ray fluxes. They have been interpreted in terms of acceleration 
and trapping of electrons via reconnection in an LPS following a CME. 
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5 CMEs and Pre-exist ing Coronal Structures 

We need to address the important question: What are the ambient coronal structures 
from which CMEs arise and with which CMEs interact? I have presented evidence for 
precursor activity, such as forerunners and X-ray arches, occurring in large-scale coronal 
structures tens of min. to hours before CME onset. These results need to be confirmed 
and extended with better data. 

Some of the most massive and energetic CMEs are the so-called streamer blowout 
events, one of which was well described by [45]. In such events, a pre-existing streamer 
typically increases in brightness for one to several days before erupting as a CME (Figure 
5). Following the CME, the helmet streamer is gone, often replaced by a thin ray. These 
events appear on white light synoptic charts as "bugles", portions of the streamer belt 
which brighten and widen with time until they disappear during a CME [48]. 

Fig. 5. T i m e  deve lopment  o f  one type  of  CME, the  eruption of  a pre-exist ing he lmet  
s treamer on 9 /10  December  1984. Courtesy  A. Hundhausen .  

Hundhausen and Kahler (priv. comm.) have made preliminary studies comparing 
the locations of SMM CMEs and streamers and concluded that 75-80% of all CMEs 
can be associated with pre- existing streamers. Using MLSO coronameter data, [46] 
showed that the CME occurrence rate is inversely correlated with the evolutionary 
timescale of the bright coronal structure, basically streamers. This result also suggests 
that CMEs are physically related to streamers since they occur most frequently when 
the streamers are evolving most rapidly, such as around maximum. Finally, during 
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the 1987-1989 rise in the solar cycle, the sunspot latitudes moved equatorward (the 
familiar "butterfly" pattern) while the latitudes of the coronal helmet streamers moved 
poleward. Hundhausen [48] finds that the SMM CME latitudes tracked the helmet 
streamer latitudes more closely than those of the sunspots. 

It is unclear what relation, if any, CMEs have to the coronal giant arches, first 
observed in the 1980 SMM HXIS images. These large (>_ 10 s km) structures lie over 
active regions and appear to brighten in association with double-ribbon flares. Since 
these features appear to be quasi-stationary and long- lived, it is difficult to understand 
how they can be associated with flares normally related to CMEs. At least two different 
interpretations of the arches have been suggested [47]. See the papers by Poletto and 
others elsewhere in these proceedings for further discussion of these features. 

6 Summary  and Conclusions 

The wide acceptance of the Kopp-Pneuman type of reconnection model as a description 
of the late phase of a EP-flare following a CME now appears to have been premature. 
Such a scenario seemed to provide an excellent explanation for the Skylab-era X-ray 
and EUV observations of LPSs, LDEs and other late-phase phenomena. However, with 
the analyses of CME data obtained over the last decade, it is becoming increasingly 
apparent that we still lack a physical understanding of the origin of CMEs and their 
source regions, a relationship more complex than previously thought. The accumulated 
evidence is leading us toward a view wherein the stability and evolution of the large- 
scale coronal magnetic fields appear to play a key role in the initiation of CMEs, and the 
observable surface manifestations of this activity can be diverse, subtle or non-existent. 

The results of the statistical studies associating CMEs and near-surface activity 
indicate that the most commonly associated events are EPs and X-ray events, especially 
long-enduring bursts. Such LDEs and LPSs provide evidence of continuing reconnection 
in the lower atmosphere long after the CME has departed. Observable optical flares 
and related phenomena do not frequently accompany CMEs. But about half of all 
CMEs have no "good" associations at all. Undoubtedly, some of these null associations 
are due to the spatial and temporal limitations inherent in statistical methods utilizing 
coronagraph data, but an unknown fraction of CMEs do appear to have null associations. 
In addition, there appears to be no good correlation between the size and energy of a 
given CME and the occurrence of, or size and energy of any near-surface activity. 

Following Skylab, much of the research involving flares and CMEs has utilized data 
at X-ray wavelengths which are sensitive to heating effects in the low corona. The 
overall results suggest that, when associated with a CME, the main flare onset trails 
the CME launch by many min. The evidence for X-ray activity at the location and 
time of CME onset remains sketchy. The flare and active region scale sizes are 3-10 
times smaller than CME scales, and the flare can occur anywhere under the span of the 
associated CME. The impulsive phase appears to be part of the confined flare and has 
little influence on the eruptive material in the form of the EP and CME. Associated 
CME flares can have varying durations, although the majority of well-associated flares 
have long durations of tens of min. to hours. 

Studies have consistently shown a close association between CMEs and EPs, in- 
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cluding the observation of prominence material within the CME. The high degree of 
correspondence between these events, which are frequently associated with the double- 
ribbon, LPS phenomenon, suggests that CMEs and EPs form at least one physical class 
of event. On the other hand, many CMEs do not have accompanying EPs, although 
observational sensitivity to Ha-emitting material may play a role. As with flares, when 
associated the observable portions of EPs are often not centered under the CME span 
and their size scales and spatial overlaps are not well matched. 

The important question of what ambient coronal structures CMEs arise from and 
are influenced by is only now being addressed. Most, but not all CMEs appear to occur 
in pre-existing white light streamers. The CME occurrence rate is proportional to the 
evolutionary time scale of bright coronal structures such as streamers. The CME rate 
tracks that of the sunspot cycle and other related activity tracers, but the latitude/time 
distribution of CMEs matches that of streamers much better than that of sunspots, the 
zones where flares occur. There is some evidence for precursor activity occurring in 
large-scale coronal structures prior to the onset of CMEs or of associated flare activity, 
but more careful study of this aspect is needed. 

Finally, there is new intriguing evidence for systematic latitude offsets between 
CMEs and their associated EPs and flares and active regions, and the nature of these 
offsets may vary with the solar cycle. These results suggest that CMEs do not radially 
overlie the inversion lines associated with the strongest surface field, but are displaced 
equatorward or poleward at different phases of the cycle. This shift may imply that 
CMEs arise in large-scale coronal structures akin to the high loops and arcades known 
to interconnect active region complexes and other large- scale coronal structures, such 
as the arcades bounding coronal holes. I thank S. Kahler for the use of review material, 
A. Hundhausen and J. Burkepile for unpublished data, and E. Cliver, E. Hildner and 
B. Jackson for helpful comments. This work was supported at Boston College by the 
AF Phillips Laboratory, GPS under contract AF19628-90-K-0006. 
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Abstrac t :  It  has long been known that disturbances can propagate from Sun to Earth with 
periods of a few days following large solar flares. These disturbances involve a significant por- 
tion of the lower solar corona and the energy of the flare. Several techniques have been used to 
remotely detect and follow different structures as they propagate outward from the Sun. These 
techniques include interplanetary scintillation (IPS), kilometric radio and HELIOS photometer 
observations. Structures in the interplanetary medium can generally be classed as those which 
propagate outward from the Sun and those which co-rotate with approximately the solar ro- 
tation rate. In this review I will concentrate on ejecta and shocks known to be associated with 
large solar flares observed on the surface of the Sun and their manifestations using various 
observational techniques. The observational techniques most commonly used are each sensitive 
to a specific type of structure and more sensitive at one portion of the interplanetary medium 
than another. Because of the different techniques used, there can often be misinterpretation 
of the data. In addition, none of the remote sensing observations has complete spatial or tem- 
poral coverage. Thus, both the basic physics as well as the spatial and temporal evolution of 
mass ejections can be confused as these events propagate through the interplanetary medium. 
Examples of the data related to mass ejections from each of these techniques are shown and 
interpreted. We expect that future observations will more accurately describe the structures 
present as their basic physics becomes better known. 

1 Introduct ion  

The  outermost  par t s  of the solar a tmosphere  - the corona and solar wind - experience 
d ramat ic  per tu rba t ions  in the form of flare-related disturbances.  These  disturbances 
extend to the magnetosphere  of Ear th  and to Ea r th  itself. They  are observable in a 
wide variety of phenomena,  ranging f rom type II metric  radio burs ts  to in terplanetary 
scintillation (IPS) observations. In the past ,  remote-sensing observations of the origins 
of these dis turbances on the Sun have been restricted to coronal emission-line observa- 
tions and the meter-wave radio band,  but  since the 1970's we have seen the addit ion 
of powerful new tools for observation: sensitive coronagraphs,  bo th  in space and at  ter- 
restrial  observatories; low-frequency radio telescopes; space-borne kilometric wave radio 
receivers; in terplanetary  scintillation data; and the HELIOS pho tomete r  observations. 
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2 N e a r  th e  Solar Surface 

2.1 Coronagraph Observations 

Near the Sun, coronal mass ejections (CMEs) (Figure 1) mark the location and the 
approximate  coronal involvement of eruptive solar flares. The  speed and masses of these 
ejecta can be shown [1] to involve a significant and in some instances a major  port ion of 
the energy released in a flare. To date H~ instrumentat ion and coronagraph techniques 
which image the ejection in white light, directly view the outward motion of this mass 
in the lower corona from 1 - 10Rs. 

Fig. 1. Examples of coronal mass ejections. (a) the 21 January 1974 CME as observed by the 
Skylab eoronagraph. The outer edge of the field-of-view extends to 6Rs. (b) the 24 May 1979 
CME as observed by the SOLWIND coronagraph. The outer edge of the field-of-view extends 
to 8Rs in these images. 

One of the most extensive data  bases of CMEs accumulated in the past comes from 
the SOLWIND coronagraph [2]. Using a fairly crude (,-~ factor of two) mass estimation 
technique, Howard et al. [3] were able to determine individual masses for nearly 1000 
CMEs. These mass estimates are plotted as in [4] as numbers of events per unit mass 
interval (Figure 2). The total CME mass over the observing time interval (1010 days from 
28 May 1979 through December 1981) is obtained simply by integrating the exponential  
curve of Figure 2 and is 3.66×1018 g or 4.19x101° g s -1. To obtain the total  mass 
from CMEs, a coronagraph duty cycle of 66.5% [3] for the total  3-year t ime interval 
needs to be included. In addition, a visibility factor which concludes that  1.5 times as 
many CMEs are present as observed by SOLWIND, and an out-of-the-plane increase 
of mass by a factor of two is also present. A fur ther  increase is necessary from the 
acknowledgement and corresponding observations [5] that  perhaps as much of the CME 
mass in a typical event continues to flow outward from below the coronagraph occulting 
disk as is observed above it in a single image. Thus, I estimate that  the total  mass from 
all mass ejections in the solar wind is approximately (4.19× 101°/0.665)× 1.5 x2 .0x2 .0  
= 3.78× 1011 g s -1. I note that  the latter three factors in the preceding calculations are 
relatively uncertain.  Their  values were chosen to provide a realistic upper  limit to the 
total  CME mass. 
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The above calculations show tha t  there is a finite upper  limit to the total  CME mass 
flux, which falls significantly below the total  solar wlnd mass  flux. The  total  solar wind 
mass  flux over the same t ime interval (measured in the ecliptic at Ear th  as 3x10  s np 
cm -2 s -1 where each pro ton  is associated with 1.94x10 -24 g of mater ia l  [6]) can be 
determined by assuming the flux constant  with heliographic lati tude.  The  total  mass  
flux over the entire heliosphere is 1.64x1012 g s -1. The  CME mass  derived above is 
therefore 235~ of the total  solar wind mass at t imes of solar max imum.  

The  shape of the curve in Figure 2 is in itself interesting. The  least massive CMEs do 
not fill the exponential  curve. This could be due to m a n y  factors, but  is p robab ly  par t ly  
a selection effect caused by the fact tha t  the least massive CMEs are not as completely 
observed by the SOLWIND coronagraph.  The mass represented  by the area between 
the exponential  curve and the da ta  points for the low mass  CMEs amounts  to no more 
than  5% of the total,  ie., an insignificant fraction of the total  mass.  There  is no evidence 
tha t  the smallest  mass  CMEs increase in number  so tha t  they rise in mass  above the 
exponential  curve, and thus no evidence that  the total  mass of the solar wind is made  
up of very small mass ejections. The  fact tha t  the numbers  of mass ejections follow an 
exponential  ra ther  than  power-law or some other curve over nearly a decade of CME 
masses may  also provide significant clues to their  production.  
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Fig. 2. Number of mass ejections per unit mass interval for the CMEs observed from the 
SOLWIND coronagraph from 28 May 1979 through 1982. 

Not all CMEs can be associated with H~ or X-ray flares observed on the solar surface. 
Because coronagraph-observed CMEs are best observed on the solar limb, at best an 
association can be found only for the CMEs whose surface manifesta t ions correspond 
to features on the side of the Sun towards Ea r th  [7]. Even taking this into account, 
the presence of a CME does not imply the presence of a classical H~ two-r ibbon flare 
with an associated X-ray brightening on the the solar surface or vice versa [8, 9]. Thus,  
the total  solar wind mass  f rom these flare-associated CMEs will be somewhat  less than  
the fract ion determined above. I presume,  however, that  the presence of a CME near  
the solar surface implies the opening of magnet ic  field s t ructures  on the Sun with an 
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associated outward expulsion of material in the form of ejected mass. Since an opening 
of magnetic field with an expulsion of mass into the heliosphere is the definition of an 
eruptive flare, for the purposes of this conference I will adopt this as the definition of 
an eruptive flare. Using this definition, the heliospheric effects associated with eruptive 
flares are directly related to the results of Figure 2. 

2 .2  Radio  S igna tures  

Shock waves thought to be highlighted by the type II metric radiation associated with 
them, can be observed to move outward in the lower corona associated with some flares. 
An example of a metric type II burst dynamic spectrum is shown in Figure 3. 
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Fig. 3. Dynamic spectrum of a metric type II radio burst as observed by the Culgoora radio 
spectrograph on 9 October 1969. 

The mass ejections associated with type II radiation are commonly those with the 
highest speeds [10]. While large, bright surface H~ flares, type II radio bursts implying 
fast coronal shocks, and mass ejections are indicative of a common phenomena, the 
presence of such features is not at all in one-to-one correspondence. Furthermore, the 
location of type II radiation relative to CMEs in the lower corona often does not coincide 
with the top or fastest portion of the CME (reviewed in [11]). Figure 4 gives an example 
from SMM of the location of a CME and the corresponding type II metric radiation. 
Clearly the type II radiation is not present in conjunction with the outer portion of 
the CME and in this case, the type II radiation appears to arise from two distinct 
locations to either side of the CME [12]. Modeling of the shock response to CMEs [13] 
has shown that the formation of a fast shock can be highly dependent on the magnetic 
field direction and plasma density relative to the propagation direction of the shock. 

Moving type IV metric radiation has been shown to be associated with mass ejections 
and their outward motion (less rapid than type II radiation for events on the solar 
limb) and is considered indicative of an outward-moving plasmoid of material somehow 
associated with mass ejections [14]. It has been suggested that these events are evidence 
for a closed or confining magnetic field topology [15] associated with an expulsion of 
mass. However, these events are even less commonly associated with CMEs than are 
type II radiation, and although some good correspondences with coronagraph CMEs 
have been shown [16], it is not at all certain what radiation process or CME topology 
is necessary for the radiation to occur. 
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Fig. 4. Schematic diagrams of a CME at two times (a) 024410 UT.and (b) 024730 UT, and 
comparisons with the 160 and 80 MHz type II burst positions (from [12]) 

2.3 Indirect  Radio  Probes  

Beyond the region normally viewed by a coronagraph and metric radiation sensors 
there is a region of the heliosphere from approximately 10 to 20 Rs that has been 
little-observed by any technique. Two experiments which have probed this region de- 
serve mention, however. These are Faraday rotation measurements [17] and scintillation 
measurements [18, 19]. Both techniques usually require the fortuitous placement of a 
spacecraft behind the Sun. Several mass ejections have been observed by the Faraday 
rotation technique [17]. Significant in the observations is the fact that while a sim- 
ple loop of current-carrying plasma should show first a one-way directed and then an 
oppositely-directed excursion of the response from the ambient, perhaps only one of 
the CMEs does. Thus, an explanation of all CMEs as current driven loops is not valid. 
Scintillation observations in the same height range can provide extremely high signal 
to noise detection of the onset of solar disturbances. These data have been mapped to 
both CMEs observed by the SOLWIND coronagraph and solar surface flares [20]. Sig- 
nificant in these measurements are the short times often observed for the propagation 
of a CME to heights many solar radii above the Sun following its surface or near-surface 
manifestation. Two scenarios present themselves from this aspect of the data - either 
some events have been accelerated to extremely high speed very close to the Sun or else 
the event actually extends outward to a greater height at its onset than is evident from 
usual observations near the solar surface. In addition, the scintillation observations are 
most clearly associated with shocks observed in situ at the HELIOS spacecraft [21] and 
not with the density enhancement often associated with a CME. 
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3 Interplanetary Distances 

The HELIOS photometer data were first identified as a valid source of information for 
mapping mass ejections by [22] in 1982. Since then, the HELIOS photometers have 
been used to image the interplanetary medium from 20 Rs out to 1 AU [6, 23]. Before 
this, the only other way to remotely sense disturbances in the inner heliosphere was by 
kilometric radio radiation from space and by interplanetary scintillation techniques. 

3.1 H E L I O S  P h o t o m e t e r  Observations 

The HELIOS spacecraft, the first of which was launched into heliocentric orbit in 1974, 
had on board three sensitive zodiacM-light photometers for the study of the zodiacal- 
light distribution. These photometers swept the celestial sphere at 16 °, 31 ° and 90 ° 
ecliptic latitude to obtain data fixed with respect to the solar direction, with a sample 
interval of about five hours. The two spacecraft were placed in heliocentric orbits with 
perihelia of about 0.3 AU. ( b ) 

(a) 
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HELIOS B 

90 180 90 90 180 90- 
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Fig. 5. HELIOS 2 view of the 7 May 1979 CME. (a) Schematic of the Earth, Sun and HELIOS 
2 at the time of the ejection. (b) HELIOS 2 images of the mass ejection over 18 hours from 
1800 UT 8 May and 1200 UT 9 May. The upper images look toward the Sun, the lower images 
look anti-solar (from [26]). 

Figure 5, showing contour images constructed from the data, is an example of the 
type of information available from the HELIOS spacecraft photometers. The masses 
and mass ejection shapes obtained from these observations indicate that the material 
of a mass ejection observed in the lower corona moves coherently outward into the 
interplanetary medium. Mass estimates of coronal mass ejections observed by HELIOS 
are generally approximately twice those determined by the SOLWIND coronagraph for 
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the same events. We interpret this difference [5, 24] as due primarily to the inability of 
a coronagraph to measure the total mass of an ejection at any given instant. 

The orbits of the HELIOS spacecraft can give them a perspective view of mass 
ejections that are 90 ° orthogonal to that from Earth. The shapes of three of these CMEs 
that appeared as loop-like mass ejections as observed by Earth-based coronagraphs 
were measured as they moved past the HELIOS photometers in order to determine 
their edge-on thicknesses. The extents of these CMEs as obtained from the HELIOS 
data was nearly the same as in the coronagraph view [24] for each event studied. From 
this, the implication is that mass ejections (even those of loop-like appearance) have 
considerable thicknesses as they move outward into the interplanetary medium. 

The mass ejection of 7 May 1979 was followed in a comprehensive analysis from 
near the solar surface to the farthest extent that can be observed by HELIOS [25]. 
Observations of this mass ejection from the Wroclaw observatory show the H~ man- 
ifestations and the position of the associated loop-like eruptive limb prominence near 
the solar surface. This ejection accelerated after passing through the SOLWIND field 
of view (above -vS.0Rs) and when it was observed later by HELIOS above 20Rs. The 
ejection had two major prongs of material that were traveling at a speed of about 500 
km s -1 as measured from the outward motion observed in HELIOS data. The analysis 
also includes UCSD IPS measurements [26] which show an enhancement of speed and 
the scintillation level during passage of the excess mass. IPS observations measure the 
speed of the small-scale density inhomogeneties (,-~200km) within the ejection perpen- 
dicular to the line-of-sight to 3C48 [25]. The smMl-scale speed enhancement to about 
500 km s -1 for two days following the event compare favorably with the speed of bulk 
motion obtained from HELIOS data. 

3.2 Ki lometr ic  Radio Observations 

Fig. 6. Dynamic spectrum of a type II kilometric radio burst on 21 January 1991 as observed 
from the Ulysses spacecraft. 

Kilometric type II radio bursts often appear as the interplanetary counterpart of 
their lower metric cousins. Figure 6 is the presentation of the dynamic spectrum of one 
such burst as observed from the Ulysses spacecraft in 1991 [27]. These remotely-sensed 
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features can in some instances be associated with the most massive and highest speed 
CMEs observed earlier in the corona by coronagraphs [28]. Unfortunately, very few si- 
multaneous observations of mass ejections and kilometric type II radiation of the same 
event exist. The actual location of the burst centroid(s) relative to a mass ejection ob- 
served in the interplanetary medium is thus only a matter of speculation. I suspect that 
most of the positional qualifiers for lower coronal shocks and their placement relative to 
CMEs behave in a similar manner when dealing with the formation of kilometric type 
II radiation. 

To date, five density enhancements behind shocks observed in situ have also been 
measured by the HELIOS spacecraft photometers [29]. As expected from kilometric 
radio observations and in ~itu density measurements, brightness increases observed by 
HELIOS indicate that interplanetary shocks are fairly extensive heliospheric features. 

3.3 I n t e r p l a n e t a r y  Scint i l la t ion Observat ions  

IPS has been used since 1962 [30] to observe the interplanetary medium. The technique 
usually relies on measuring the rapidly fluctuating intensity level from point-like radio 
sources. Whether a single-site array is used or a multiple one where velocities can be 
measured [26], the technique relies on the presence of density inhomogeneties in the 
interplanetary medium to move across the line-of-sight to the source. The presence of 
the disturbance is indicated by either an enhancement of the scintillation level [31], an 
increase of the IPS-determined speed [32] or both [33]. 
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Fig. 7. Schematic of 81.5 MHz IPS data as observed by the Cambridge, England IPS array in 
February 1979. Sky maps in right ascension and declination show regions of increased (positive) 
and decreased IPS levels relative to average values which change on a daily basis (from [34]). 

An example of the analysis from the Cambridge group using February 1979 data 
[34] is shown in Figure 7. Many different IPS disturbances are observed in the data 
each day. Over a 24-hour time interval it is possible to determine an approximate size 
and shape of the structures that move past Earth. These features, presumably modified 
significantly by their passage through the interplanetary medium on the way to 1 AU, 
are generally classified into structures that are either co-rotating or cut off from the 
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Sun. Some of these structures certMnly are remnants of mass ejections as discussed in 
[35] or even [31]. In situ measurements e.g., [34] can help to elucidate the differences 
between these two forms of disturbances. 

Unfortunately, although these observations measure disturbances in the solar wind, 
they do not have a straightforward interpretation as mass unless the scintillation level 
enhancement is proportional to a line-of-sight density enhancement. While this pro- 
portionality has been determined in several ways [36, 37], with different results, the 
technique works well at 81.5 MHz only beyond approximately 50 ° (>0.75 AU) from 
the Sun. At this solar distance, most mass ejections have evolved significantly [38], so 
that the extent of an event is difficult to discern given the signal to noise present in the 
observations. 

4 C o n c l u s i o n s  

Near the solar surface, the observations of the corona at the approximate time of a flare 
show that a significant fraction of the flare energy is manifest in the outward motion of 
mass. As this material moves outward into the interplanetary medium it is observed re- 
motely by a variety of techniques. The HELIOS photometer technique generally probes 
only the heliosphere inside 1 AU using Thomson scattering of sunlight from electrons 
along the line-of-sight. The second technique using kilometric radio observations relies 
on the ability of a high speed disturbance to excite the local plasma frequency or its 
harmonic as it passes a given portion of the interplanetary medium. The third tech- 
nique (IPS) measures the relative enhancements in small-scale density inhomogeneties 
along the line-of-sight. The shapes and speeds of different structures evolve somewhat 
as they move outward through the heliosphere, and since none of the techniques that 
trace the events overlap well temporally or spatially there are usually ambiguities in the 
observations. Thus, none of the techniques is complete in itself, and all must operate in 
conjunct~n with additional information to describe the heliospheric aftermath of flares 
in a complete fashion. 
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IN SITU OBSERVATIONS OF CORONAL MASS EJECTIONS 

IN INTERPLANETARY SPACE 
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Abstract. Coronal mass ejections, CMEs, in the solar wind at 1 AU generally have distinct 
plasma and field signatures by which they can be distinguished from the ordinary solar wind. 

These include one or more of the following: helium abundance enhancements, ion and electron 
temperature depressions, unusual ionization states, strong magnetic fields, low plasma beta, 

low magnetic field variance, coherent field rotations, counterstreaming (along the field) 
energetic protons, and counterstreaming suprathermal electrons. The most reliable of these 

appears to be counterstreaming electrons, which indicates that CMEs at 1 AU typically are 
closed field structures either rooted at both ends in the Sun or entirely disconnected from it as 

plasmoids. About 1/3 of all CMEs have sufficiently high speeds to produce transient 
interplanetary shock disturbances at 1 AU; the remainder simply ride along with the solar wind. 

The frequency of occurrence of CMEs in the ecliptic plane, as distinguished by the 
counterstreaming electron signature, varies roughly in phase and amplitude with the 11-yr solar 

activity cycle. Near solar maximum they account for - 15% of all solar wind measurements, 
while near solar minimum they account for less than 1% of all the measurements. All but one 

of the 37 la_rgest geomagnetic sto_.rms ne~ the !ast solar maximum were associated with Earth- 
passage of interplanetary disturbances driven by fast CMEs; that is, CMEs are the prime link 

between solar and geomagnetic activity. However, more than half of all earthward directed 
CMEs are relatively ineffective in a geomagnetic sense. 

The leading edges of coronal mass ejections, CMEs, have outward speeds at distances of 

several solar radii above the photosphere ranging from less that 50 km s-1 to greater than 1200 

km s -1 [1,2]. When the speed difference between the leading edge of a CME and the ambient 

solar wind ahead exceeds the characteristic speed with which small amplitude pressure waves 

propagate, a shock should form ahead of the CME. At 1 AU typical solar wind bulk flow 

speeds are of the order of 400 km s- 1 while the sound and Alfven speeds typically are each of 

the order of 50 km s -1 [3]. Thus CMEs with speeds in excess of -500 km s -I should usually 
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drive shock wave disturbances in the solar wind, while slower ones should not. In fact, a 

nearly one-to-one correlation exists between large, fast CMEs detected by satellite coronagraphs 
and transient shock wave disturbances in the solar wind observed at roughly the same solar 

longitudes [4]. Transient interplanetary shocks thus serve as useful fiducials for searching for 
plasma and/or field anomalies by which one might uniquely identify CMEs in the solar wind. 

As illustrated in Figure la, an offset is expected between an interplanetary shock and the CME 

that drives it. 

I 

2 

~ UX 

Fig. la (Left). A meridional cut through a hypothetical interplanetary shock wave disturbance 
driven by a fast CME as well as the corresponding radial variation of magnetic field strength 
along the centerline of the disturbance. Compression, driven by the relative motion between the 
CME and the ambient solar wind ahead, produces strong magnetic fields in a broad region 
extending sunward from the shock to well within the leading portion of the CME itself. The 
ambient magnetic field drapes about the CME [5] because CMEs generally originate in closed 
field regions in the corona not previously participating in the solar wind expansion. Note, 
p~m_'c~ar!y, that Lhe shock and the C!~,A~ are separated by an extended region of shocked 
ambient plasma. Adapted from [6]. 

Fig. lb (Right). A sketch illustrating possible origins of counterstreaming halo electrons in the 
solar wind. Adapted from [7]. 

Figure 2a displays selected solar wind plasma data from the Los Alamos plasma experiments 

on IMPs 7 and 8 for an interplanetary shock disturbance observed in July 1977. Discontinuous 
increases in the proton density, temperature, and bulk flow speed near the start of the day on 

July 29 signal passage of the shock. Approximately 12 hours later a sudden and large increase 

in the abundance of He ++ and a large decrease in proton temperature occurred. Such variations 

are often observed a number of hours after shock passage [8,9], and were the first anomalies 
identifying CMEs recognized in solar wind data. (Interestingly, this recognition predated the 

first good observations of CMEs by the OSO 7 and Skylab coronagraphs.) Note that the 
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Fig. 2a (Left). Solar wind plasma measurements encompassing a shock wave disturbance on 
July 28, 29, 1977. From [10]. 

Fig. 2b (Right). A time series of 1-dimensional solar wind E/q spectra obtained within the CME 
on July 29, 1977. Tic marks on the left-hand vertical scale denote factors of 10 differences in 
counts. Adapted from [10]. 

plasma identified as the CME in this event had a higher speed than the ambient plasma ahead of 

the shock, as would be expected if it were the cause of the shock. On the other hand, this 
plasma had a lower density than the ambient even though one of the things that characterizes 

CMEs in coronagraph observations is a high density. Examination of a large number of solar 

wind shock disturbance events reveals that CMEs in the solar wind at 1 AU typically do not 

have particularly high densities when compared to the surrounding solar wind. This suggests 
that CMEs experience greater expansion in transit to 1 AU than do typical solar wind plasma 

volume elements. 

Figure 2b, which displays a vertically stacked time series of E/q spectra obtained by the IMP 
instrumentation, provides a more detailed examination of the July 29, 1977 CME, the onset of 

which is obvious at 1224 UT. The most remarkable aspect of the data is the sudden appearance 

within the CME at 1314 UT of a large spectral peak at an E/q value of 4.0 times that of the H + 

peak. This third peak was caused by He +, which has an m/q value of four times that of H +. 

Normally He + is quite rare in the solar wind, virtually all of the helium present being doubly 

ionized owing to the million degree temperature of the solar corona from which the solar wind 
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arises. The exceptionally large He+Me ++ abundance (-0.3) measured for -1 hr within the 

interior of the July 29,1977 CME indicates a somewhat cooler origin for that particular volume 

of plasma. We, in fact, believe that that volume originated in a solar filament. However, the 

special nature of this particular observation cannot be overemphasized. This is by far the largest 

He + enhancement yet observed, although smaller He + enhancements have been detected in 

several other events [11,12]. Usually the helium within filament material ejected into the solar 
wind must become almost completely ionized as it passes outward through the corona. 

Over the years a variety of plasma and field signatures have been identified, in addition to 

those above, that qualify as unusual compared to the normal solar wind but that are often 
observed a number of hours after passage of interplanetary shocks. Presumably they serve to 

identify at least portions of the CMEs driving the shocks. The most prominent of these 

signatures according to [7] are (1) helium abundance enhancements, (2) ion and electron 

temperature depressions, (3) unusual ionization states, (4) strong magnetic fields, (5) low 
plasma beta, (6) low magnetic field variance, (7) coherent field rotations, (8) counterstreaming 

energetic protons, and (9) counterstreaming suprathermal electrons. Most, but not all, of these 

characteristics are also found about equally often elsewhere in the solar wind where it is 

assumed that they serve to identify those CMEs with speeds that are too low to produce shock 
disturbances. It is worth emphasizing that relatively few CMEs at 1 AU exhibit all of these 

characteristics [13]. Further, some of these features are more commonly observed than are 

others. Our experience is that a counterstreaming flux of suprathermal electrons above - 80 eV 

is the most reliable signature of a CME in the solar wind at 1 AU. The following paragraph 
helps explain why the counterstreaming electron signature is so reliable. 

Solar wind electrons above -80 eV are commonly referred to as the "halo" population to 

distinguish them from the thermal electron population at lower energies. These electrons carry 
the solar wind electron heat flux, and are usually narrowly beamed along the interplanetary. 

magnetic field in a direction pointed outward away from the Sun. As illustrated in Figure lb, a 

unidirectional beam of halo electrons normally arises because field lines in the solar wind 

usually are "open" and are effectively connected to a hot source (the solar corona) at only one 
end. Counterstreaming of these electrons is usually taken to indicate that a field line is 

connected to a hot source of electrons at both ends. Thus, the counterstreaming halo electron 
events, which we associate with CMEs in interplanetary space, are commonly interpreted in 

terms of "closed" field structures such as the connected loop or disconnected plasmoid drawn in 

the figure. The closed field topology suggested by counterstreaming electron events is 

consistent with coronagraph observations, which indicate that CMEs generally originate in 
closed field regions in the solar corona not previously participating in the solar wind expansion 

[14]. Indeed, it is precisely because CMEs generally originate in closed field regions and 
because the halo electrons are so sensitive to field topology that counterstreaming electrons are 
such a reliable signature of CMEs. 
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Fig. 3. Solar wind electron distributions within the normal solar wind (left) and within a CME 
(right). An azimuth of  0 deg corresponds to flow away from the Sun. The small blip at the 
lowest energy is an artifact. Adapted from [15]. 

Figure 3, which displays 3-dimensional views of 2-dimensional solar wind electron 

distributions measured by Los Alamos plasma instrumentation on ISEE 3, illustrates how 

counterstreaming electron events can be recognized in solar wind data. The electron distribution 

on the left is representative of what is normally observed in the solar wind, and contains an 

enhancement at energies above - 80 eV in the direction pointed outward away from the Sun 

along the interplanetary magnetic field. By way of contrast, the distribution on the right, 

obtained within a counterstreaming event, contains enhancements at these energies in the 

directions both parallel and antiparallel to the field. 

We have scanned color-coded plots of electron angafiar disvibufions similar to those previously 

shown [7,15] in order to identify the counterstreaming electron events in the ISEE 3 / ICE 

plasma data that we associate with CMEs (ISEE 3 was renamed ICE in December 1983 after it 

was redirected toward an encounter with comet Giacobini-Zinner). At least 286 

counterstreaming events have been identified in the interval extending from launch in August 

1978 through December 1990. The average event duration was -18 hours, corresponding to a 
radial thickness of about 0.2 AU. Approximately 1/3 of the events had sufficiently high speeds 

relative to the ambient solar wind to drive interplanetary shocks at 1 AU. The other events had 

no obvious associations with interplanetary shocks. 

Figure 4a shows selected plasma and field data from ISEE 3 for a transient shock disturbance 

driven by a fast CME (identified by the counterstreaming signature). Note that the leading 
portion of the CME had a higher speed than that of the ambient wind ahead of the shock. The 

shock was, of course, a result of the interaction between the CME and the slower solar wind 
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Fig. 4a (Left). Selected solar wind plasma and field measurements encompassing a shock wave 
disturbance driven by a fast CME. Adapted from [15]. 

Fig. 4b (Right). Selected solar wind plasma and field measurements encompassing a slow 
CME. Adapted from [ 15]. 

ahead. This interaction both accelerated the ambient wind and decelerated the CME, and the 
resulting compression produced a region of enhanced density, proton temperature, and field 

strength extending rearward from the shock into the leading portion of the CME itself. By way 
of contrast, Figure 4b shows selected plasma and field measurements encompassing a 

counterstreaming event that was not shock associated. Note that the bulk flow within the 
counterstreaming event was less than or comparable to that of the ambient solar wind ahead, 

which explains the lack of a shock association. In addition, it is clear that the counterstreaming 
event was a distinct plasma and field entity, distinguished by low plasma density, low proton 

temperature, moderately strong and steady magnetic field, low plasma beta, and field rotations 
at either end. This event illustrates that the magnetic field tends to be somewhat elevated within 

CMEs in the solar wind at 1 AU even when there is no evidence for compression in 
interplanetary space. However, interplanetary compression is primarily responsible for the very 

strong fields commonly observed within shock events. 

Although CMEs in interplanetary space, as distinguished by the counterstreaming electron 
signature, are usually distinct plasma and field entities such as the ones illustrated in Figure 4, 

in most respects they do not usually differ greatly from the ordinary solar wind. On a statistical 
basis, when compared with the entire body of solar wind data, the characteristics of these 

events that stand out the most are stronger field strengths, lower proton and electron 
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Fig. 5. Histograms of the relative frequency of occurrence of different values of proton and 
electron temperature (left) and magnetic field magnitude and plasma beta (right) within 
counterstreaming events and for the entire solar wind data set from August 1978 through 
December 1979. Adapted from [15]. 

temperatures, and lower plasma beta. This is illustrated by the plots shown in Figure 5, which 

compare the frequency of occurrence of these quantities in counterstreaming electron events 
with those for all of the ISEE 3 solar wind data for the 1978-1979 interval. As we have already 

noted, these events are usually not distinguished by abnormal plasma densities despite the fact 

that density is apparently one of the distinguishing traits of CMEs in coronagraph observations. 

Analysis of coronagraph observations reveals that the occurrence rate of CMEs tends to track 

the solar activity cycle, as measured by (say) sunspot numbers [16]. From the coronagraph 

observations Kahler [17] has estimated that CMEs contribute ~ 10% of the solar wind mass flux 

in the ecliptic plane at solar activity maximum and ~ 1% near solar minimum. One test of the 

reliability of using counterstreaming electron events as signatures of CMEs in the solar wind at 

1 AU would be to see if counterstreaming events exhibit a similar variation over the solar cycle. 

Figure 6a shows the percentage of the available solar wind electron data from ISEE 3 / ICE for 

which counterstreaming was observed on an annual basis from 1978 through 1990. For the 



265 

< 
k- 
< 
r~ 

< 
U. 
0 
uJ 

<~ 
I,-- 
Z 
LU 
re" 
LU 

20' 

10" 

~O0 COUNTERSTRF.AMING ELECTRONS LSEE 3/ICE 

1981 1983 lg85 1 9 8 7  1989 1991 
YEAR 

E 
P 6o 

CMEs Shocks CMEs & ShocKs 
(191) (171) (62) 

0 , [ ]  Geomagnet ica l ly  Ineffective 
19rr ~9~8 BB Geomagnet ica l ly  Effective 

Fig. 6a (Left). Counterstreaming solar wind halo electron observations by ISEE 3 / ICE as a 
percentage of all the solar wind electron data, plotted on an annual basis. The counterstreaming 
percentages vary roughly in phase and amplitude with the 11-yr solar activity cycle as measured 
by sunspot numbers. Adapted from [18]. 

Fig. 6b (Right). Bar graph indicating the geomagnetic effectiveness of CMEs, shock 
disturbances, and shock/CME events passing Earth in the interval from August 1978 through 
October 1982 at the last solar maximum. The numbers in parentheses indicate the number of 
interplanetary events in each category. The different types of events are not mutually exclusive. 
From [6]. 

most part, the annual variation in counterstreaming percentage varied smoothly as a function of 

the phase of the -11-yr sunspot cycle. Near so!ar activity maximums in 1980 and 1989 
counterstreaming events accounted for -14.7% of the available solar wind measurements. By 

way of contrast, near solar minimum in 1986 counterstreaming events accounted for only 0.7% 
of the available solar wind data. These percentages are comparable to Kahler's estimates noted 

above, although his estimates are for mass flux rather than for the percentage of time that CMEs 
pass a spacecraft at I AU. Yearly estimates of the numbers of CME events expected at a single 

point in the ecliptic plane (such as, for example, at ISEE 3 / ICE or at Earth) derived from both 
coronagraph observations andthe ISEE 3 / ICE electron measurements are also in reasonable 

agreement [18]. The number of CMEs/yr at a single point in the ecliptic plane varies from about 

70 events/yr at solar maximum to about 5-10 events/yr at solar minimum. Taken together, these 

results provide further strong evidence that CMEs in the solar wind at 1 AU, including the 
many slow ones which do not produce transient interplanetary shocks, can usually be identified 

by the counterstreaming signature. 

Finally, the high flow speeds and strong magnetic fields (often with strong southward 
components) associated with interplanetary disturbances driven by fast CMEs suggests that 

such events should often be quite effective in stimulating geomagnetic activity. Indeed, recent 
work with the ISEE 3 data indicates that fast CMEs are the crucial links between solar activity 

and large, nonrecurrent geomagnetic storms. For example, it has been shown [6,I9] that all but 
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one of the 37 largest geomagnetic storms in the August 1978 - October 1982 interval spanning 

the last solar maximum were associated with Earth-passage of solar wind disturbances driven 
by fast CMEs (as identified by the counterstreaming electron signature). 

On the other hand, many CMEs and CME-driven interplanetary disturbances passing the Earth 

were relatively ineffective in stimulating major geomagnetic activity. One commonly-used 
measure of geomagnetic activity is the Kp index, which ranges from 0 o up to 9 0 in 28 

logarithmic steps. In what follows we have assumed that interplanetary events are 
geomagneticaUy effective only if they produce a geomagnetic disturbance with Kp > 4+. Figure 

6b shows that only 44% of all CMEs and 53% of all transient shock disturbances (which we 
assume were driven by CMEs whether or not the CME itself was actually encountered directly), 

but 85% of all events in which the Earth encountered both a shock and the CME driving it in the 
1978 - 1982 era were geomagneticaUy effective in this sense. Further analysis reveals that the 

geomagnetic effectiveness of these events was directly related to the associated flow speed, 
magnetic field magnitude, and strength of the southward field component. We have suggested 

[6] that the initial speed of a CME relative to the ambient solar wind ahead is ultimately probably 
the most important factor in determining if an earthward directed CME will be geomagnetically 

effective. A substantial speed differential appears to be essential for producing strong magnetic 
fields in interplanetary space via compression, and a large southward field component, the 

most important element in coupling solar wind energy to the Earth's magnetosphere, is more 

likely when the total field is strong. 

Acknowledgment. This work was performed under the auspices of the U.S. Department of 

Energy with NASA support under S-04039-D. I thank the meeting organizers and NASA for 
travel support to the colloquium. 
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A b s t r a c t :  A study of meter-dekameter radio emission associated with the 1986 Feb 10 
coronal Mass ejection event is presented here. The event was accompanied by a major 
flare (optical importance 1B and X-ray importance G9.6), preceded by a filament disap- 
pearance. Changes in the intensity of a pre-existing noise storm was observed during the 
onset of the flare. A flare continuum, a moving type IV, and a type II occurred during 
the event. The event was also associated with a strong hard X-ray burst. The speeds of 
moving type IV burst and CME were of the same order of 160Okras -1, while the type 
II shock speed was 1900 kms -1. The positional data indicate that the moving type IV 
burst and the inferred type II shock had different trajectories. The moving type IV burst 
was confined to one leg of the CME while the type II shock was far ahead of the CME 
leading edge. We discuss the inferred relation among different entities such as the CME, 
type II shock, type IV plasmoid and the erupting filament. 

1 Introduction 

The origin of shocks producing coronal type II bursts has been controversial. The 
super-Alfvenic motion of coronal mass ejection (CME) through the corona and 
flare explosion have been proposed as sources of the type II shocks. From our ear- 
lier observations (Kundu et al 1989; Gopalswamy and Kundu, 1987; Gopalswamy, 
1990) we have shown that  only the shocks from flare explosion seems to be consis- 
tent with the temporal and spatial association between a CME and the associated 
Type II burst, as was first pointed out by Wagner and MacQueen (1983). Our 
observations are not consistent with the SKYLAB era conclusions that only high 
speed CMEs are ssociated with type II a n d / o r  moving type IV bursts (Gosling 
eL al 1976; Dulk, 1990). There is no evidence for a piston driven shock in the set 
of simultaneous radio and white light observations available so far. In this paper 
we report on a fast CME event associated with a type II and a moving type IV 
burst. The present observation provides further evidence that the coronal type II 
bursts are produced by flare explosions. 
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2 Radio Observations 

Several types of meter-decameter radio bursts were observed on February 10 1986 
by the Clark lake multifrequency radioheliograph: noise storm, flare continuum 
(FC), a type II burst and a moving type IV burst which accompanied a major flare. 
The noise storm was already in progress when the flare (optical 1B, X-ray C9.1 
occurred in AR 4713. The Swept Frequency Interferometer Records (Courtesy: 
Sgt. Lutz, World Data Center) showed that the type II burst started at ,,~ 72 MHz 
when the FC was seen at lower frequencies. After about 20:27 UT, the FC~ the 
type II and the moving type IV were in progress simultaneously, so it is difficult to 
see them on the record. However, on the radio maps, the different types could be 
identified. The type II disappeared ,-,20:27 UT and the flare continuum took over 
again. The moving type IV was present for a short while along with the stationary 
FC. At 73.8 MHz, the type II centroid was at a height of 1.38R o at 20:24:16.7 
UT. The type II was located in the same position angle as the CME that followed. 
The moving type IV sources at 50 and 38.5 MHz were nearly at the same location: 
The best fit to the observed height time plot of the moving type IV gives a speed 
of ,-,1600 4- 170 kms -1 (Gopalswamy and Kundu, 1990). From its appearance, the 
moving type IV seems to be an "isolated source" variety. 

3 White  Light Observations 

Both the Mauna Loa K-coronameter and the Coronagraph/Polarimeter (C/P)  
aboard SMM satellite were operational on this day and several images of the corona 
were produced. Two coronal mass ejections (CME) were observed from above the 
west limb in C / P  images. The first one occurred during the period 12:14-15:51 
UT near the equator (position angle 275 °) and had a speed of 3904-50 kms -1. The 
second CME occurred approximately in the same location during 20:43 - 21:40 
UT. Although C /P  images were available since 19:09 UT, only 20:43 UT image 
showed a faint CME at position angle of 272 °. At 21:40 UT, the mass ejection had 
moved beyond the field of view. We estimate the CME speed based on the three 
images at 20:31, 20:43 and 21:40 UT. The leading edge of the CME at its apex 
(PA272 °) was at a height of 3R® at 20:43 UT. It had gone beyond the field of view 
(> 6.0R®) at 21:40 UT. This indicates a CME speed of at least 750 km,  -1. Since 
no CME was seen at 1.5Ro (the occulting height) at 20:31 UT, this means that 
the CME was somewhere between 1 and 1.5R o at this time. If we take the extreme 
case of 1.0Ro, the CME must have traveled with a speed of ,,~ 1820 kms- l i n  order 
to reach a height of 3.0R® at 20:43 UT. Taking the other limit of 1.5R® at 20:31 
UT, the CME speed would be 1365 krns -1. Thus, the CME speed is expected to 
be between these two limits, 1365-1820 kms -1, implying an onset time within the 
interval 20:26-20:31 UT, assuming a constant speed. Any acceleration will imply 
an earlier onset. Allowing for an initial height of the erupting CME structure will 
place the CME speed above 1365 kms -1. For purposes of our discussion, we shall 
use the average value of 1600 kms -1. 
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4 Discussions and Conclusions 

The relative location of the CME, the moving type IV and the type II burst are 
shown in Fig.1 at various times. The moving type IV burst was detected in the 
radioheliogram at ,-~ 20:32:39 UT at a height of 1.62/~.  Since the height - time 
plot of the moving type IV was well determined (Gopalswamy and Kundu 1990) 
we can get its extrapolated location at the time of the neaxest C /P  image (20:31:02 
UT) as 1.40R O. This is clearly below the C/P  occulting disk. 

t ~  

/ ! 
, ; !  , 

/ 

50 MHz (20:33) 
| . . 

~IRo-~  

Fig. 1. Superposition of the centroids of type II burst locations and and contour map 
(at 20:33 UT) of moving type IV bursts (50 Mtiz). The CME'is sketched from the 20:43 
and 21:40 UT C/P images. The a.steriks radially below and above the 20:43 UT CME 
correspond to the observed (20:24:16 UT) and extrapolated (20:43) type II centroids. 
The filled circle is the centroid of moving type IV at 20:37 UT. The arrow points to solar 
north and the big circle is the optical disk. 

At 20:43:47 UT, when the CME was first detected, the plasmoid had the same 
height as the CME. Therefore, we conclude that the CME and the plazmoid moved 
with approximately the same speed, Further, the location of the plasmoid just 
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below the occulting disk at 20:31:02 UT  is consistent with our speed estimate for 
the CME. From the time of arrival of the type II burst at various frequencies, 
we can estimate the type II shock speed as ~ 1900 k m s  -1 .  From this we can 
extrapolate the location of the shock at 20:43:47 UT as 4.6Ro, while the CME 
leading edge was at 3.0R®. Although the type II burst location is ahead of the 
CME leading edge as expected for a piston driven shock, we argue that the shock 
may not be driven by the CME. Since the CME has a high speed, we expect a fast 
mode shock to form at the 'stand-off' distance. This distance is expected to be 
much smaller than the characteristic dimension of the piston (see e.g., Hundhausen, 
1988). The thickness of the CME at the position angle of the type II shock was 
0 .5 /~  which is 3 times smaller than the distance at which the shock was located. 
The type II was first observed at a height of 1.38Ro at 20:24:17 UT. Extrapolating 
the locations of Moving type IV and the CME to this time, we find that they 
probably were not ejected yet or were under the process of slow acceleration. 
Hence we conlude that the realtive positions of type II, moving type IV and the 
CME are not consistent with a shock piston driven by the coronal mass ejection. 
On the other hand, the shock speed is consistent with the blast wave scenario 
where the shock originated at the flare explosion at ,,, 20:22 UT (time of hard X- 
ray peak) and arrived at the 73.8 MHz plasma level at 20:24:17 UT with a speed 
of ,-, 1900 kin8 -1 as obtained from radio observations. 

This research was supported by NASA grants NAG-W1541 and by NSF grant 
ATM 87-17157. 
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An important problem in contemporary solar research is the relation between flares, fila- 
ment eruptions, and coronal mass ejections (CMEs). Suppose that we take the viewpoint that 
flares, filament eruptions, and CMEs are all different aspects of the destabilization of a global 
magnetic configuration. In this case, to be successful a flare and filament eruption model such 
as that of Martens and Kuin (1989; hereafter MK) should not lead to predictions that contra- 
dict CME observations. 

We recount some observational properties. Hundhausen (1988) and Kahler (1988) note 
that CME structure often has three parts: a bright loop of enhanced density (1) encloses a 
dark region of depleted material (2) containing a bright core (3). They relate these satellite 
coronagraph observations to ground-based coronagraph and coronameter observations, and 
show that the bright loop is the initial overlying corona, the dark region is the prominence 
cavity, and the bright core is the erupting prominence. The basis of this association can be seen 
clearly in Figure 4 of Illing and Hundhausen (1985) which leads to the following inference. 

Since the difference in velocities between the bright loop's leading and trailing edges is 
much smaller than the difference in velocities between the loop's trailing edge and the bright 
core, the loop's transverse dimension (its thickness) increases much more slowly than does 
the depleted region or cavity dimension. Kahler (1988) states that the three-component model 
fits many, but not all observed CMEs. To explain the large fraction of CMEs that do exhibit 
this structure, a successful theory must not lead to more compression of material immediately 
above the prominence or filament than in the region of the bright loop. 

This requirement was compared with predictions for the MK flare-filament eruption 
model as extended by us. The field lines in this model with the values of the filament current 
and background dipole field as in MK are shown in Figure 1 for two different filament heights, 
H. Like MK, our results are zero-conductivity or infinite time plots; they assume that magnetic 
field evolution dominates compression or other effects, appropriate for a low beta coronal 
plasma. They are static equilibria and do not include dynamic effects. We shall be careful to 
clarify the effect of dynamics on our arguments. Suppose that we identify the innermost 

*Work performed as a NRC Senior Research Associate at NOAA/SEL, Boulder, CO. 
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dotted flux tubes in Figure la,b with the prominence cavity or dark region and the outermost 
dotted flux tubes in the same figures with flux tubes of the initial overlying corona or bright 

loop. In going from Figure la to Figure lb, is there any tendency for these flux tubes to 
"evolve" in a manner consistent with observations? As the filament height is increased, these 
flux tubes expand at almost the same rate (confirmed quantitatively by computing flux tube 
cross-sectional areas (Smith, Hildner, and Kuin 1991; hereafter SHK)). 

This behavior of a succession of static equilibria does not agree with the observations 
noted above. For a background field given by the more realistic streamer model of Low (1986), 

disagreement only increases. If successive static equilibria adequately model a rising filament 
below a streamer, the field lines immediately above the filament are compressed as they push 
into the field lines of the streamer. We note that dynamics would only make this situation 

worse since there are forces on the current in the filament pushing it outward in the MK mod- 
el. The MK model belongs to the class of Inverse polarity models (Priest 1989; Leroy 1989), 
so named because in the plane transverse to the photospheric neutral line the field lines under 
the filament run in the opposite direction to the field lines at the photosphere, i.e., there is 
a neutral point underneath the filament. Thus the MK model and, by generalization, the 
whole class of Inverse polarity models are not useful for modelling CMEs accompanied by 
erupting filaments. 

Thus we examine Normal polarity configurations (Priest 1989; Leroy 1989), so named 
because in the plane transverse to the photospheric neutral line the field lines in the filament 
run in the same direction as the field lines at the photosphere (as in the Kippenhahn and 
Schl/iter (1957) model). This kind of model is easily obtained from the MK model by reversing 

H = 3 . 0 0 0 E  + 9 H = 1 .000E  + 10 

a) b) 
Fig. 1. a) A polar plot of the field lines in the MK model for a filament height H =  3 x 10 9 
cm. The filament is located at the center of the oval that just touches the Sun. The dotted 
flux tubes are discussed in the text. 
b) The same as a) for H =  1 x 10 l° cm. The filament is located at the center of the oval 
whose straight field line extensions touch the surface of the Sun. 
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the directions of the filament and mirror currents. An example of a Normal polarity configura- 
tion static equilibrium is shown in Figure 4 of SHK for a background field of the Low (1986) 

streamer model. There are now two neutral points above the filament: an X-type neutral point 
above the filament and a higher X-type neutral point between the field lines above the fila- 
ment and the field lines around the streamer current sheet. 

However, this zero-conductivity configuratiola prompts many questions. In a corona of 
finite conductivity, when current begins to flow in the filament, how long does it take for the 
field lines to distort, pass through, and arrive underneath the filament? What is the dynamic 

evolution of a realistic coronal streamer in which such a filament is embedded? We are using 

a two-dimensional (2D) magnetohydrodynamic (MHD) simulation to answer these questions. 

Some preliminary results are shown in Figure 2. First, a streamer configuration relaxes for 

30 hours to a quasi-steady state. Then, the filament current and the mirror current are ramped 

up linearly over 30 minutes and allowed to relax. 

The equations solved are the continuity, momentum, and polytropic energy equations. 

The polytropic energy equation is very useful for producing a solution as in Figure 2a with all 
transitions (sonic, Alfvfnic) properly treated. However, it forces us to resort to some ruses 
for treating the forces that must be handled in the filament eruption problem. In particular, 

suppose that we simply increase the density by a factor - 100 in the region of the filament. 
In marching the grid this naturally leads to large, unphysical velocity outflows from the region 

of the filament; i.e., the equations try to smooth out this density inhomogeneity. Instead, we 
artificially "load" mass onto the filament by increasing the gravity G at the point of the fila- 
ment. Figure 2 has AG = 24 for an initial density no = 1010 c m  -3  at the surface. The region 

of enhanced G is convected with the filament in the velocity field which subsequently results. 

The current in the filament is such that when it is at its starting height of 105 krn, the field 
due to it at the photosphere is 0.7 G where the pre-existing streamer field is 2.3 G. 

The perturbation produced by the filament and mirror currents gives rise to a global per- 
turbation of the magnetic field, and thus is capable of producing volume body forces as in the 

2½-D simulation of Steinolfson (1991). Figur e 2 shows simulation results for three hours after 
the filament current commences. Since this is an MHD simulation, the main variables are the 

density, velocity, and magnetic field B. The current cannot he specified directly. Rather, the 
magnetic field increase in each time step due to the increasing filament and mirror currents 
is added to the previous magnetic field for 30 minutes. Then the configuration is allowed to 

relax and the filament and mirror currents decrease. 
Figure 2 shows that an arch forms with a density - 3 times the pre-event density; the arch 

has "legs" reminiscent of CME photographs. There is a relatively low-density region between 

this arch and the position (just below the low-density region) where the filament would be if 
it were simply eonvected outward with the flow. The match of these preliminary results with 
observations is very promising, but only an analysis of the energetics involved will justify the 
additional effort of a 3D simulation to confirm it. Thus far, we cannot tell if the CME draws 
its energy from the energy put into the perturbation or from energy previously stored in the 
initial streamer configuration. It is argued by one of us (Hildner 1992) that only the latter case 

would lead to a viable CME model. 
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Fig. 2. a) Magnetic field (solid) and velocity lines of the MHD simulation after 3 
hours. The filament position is indicated by the x. 
b) n/nstreamer -1 of the MHD simulation after 3 hours where n is the density and 
nstreamer is the density of the initial streamer at zero time. 
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MHD SHOCKS AND SIMPLE WAVES IN CMES 
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Extended Abstract 

Previous studies have shown how the various types of MHD shocks (slow, interme- 
diate, and fast) may form near the leading edge of coronal mass ejections in relatively 
simple geometric (2-D, Cartesian) models. These models also neglect the important 
contribution of the outflow velocity and the current sheet since they do not incorporate 
a coronal streamer configuration in the initial state. It is shown that some of these 
previous results remain true for a model with a more realistic spherical geometry (2-D 
and 3-D) and when the CME propagates through a streamer. However, there are several 
important differences. Some are of a more detailed character such as the slow shock 
becoming a perpendicular shock at the center of the current sheet rather than a gas 
dynamic shock and being less noticeably concave upward. One very important differ- 
ence is that (except for possibly the very fastest disturbances), the results indicate that 
fast MHD shocks probably do not form within the field of view of most coronagraphs. 
This is true despite the fact that the disturbance speed greatly exceeds the fast mode 
speed. This apparent anomaly occurs due to the formation of fast simple expansion 
waves ahead of the central part of the disturbance which modify the initial corona such 
that either a slow or intermediate shock forms. The leading fast simple waves become 
compressive at the flanks of the disturbance but have not steepened into shocks. The 
three-dimensional simulations also provide information on the global CME structure as 
well as the anticipated reduction in observed brightness as the CME occurs further from 
the limb. For the results given here the CME is shaped more like a radially expanding 
arcade than a bubble. The CME brightness is reduced by 30% as the CME moves from 
the limb to 45 ° away from it. The peak brightness in a polar view is about 65% less 
than the maximum in a meridional projection. These results are discussed in more de- 
tail in: R. S. Steinolfson, "The three-dimensional structure of coronal mass ejections," 
J. Geophys. Res. (in press)1992. 
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Abstract 

During the interval of August 1978 - December 1979, 56 unambiguous fast forward shocks were 
identified using magnetic field and plasma data collected by the ISEE-3 spacecraft. Because this interval 
is at a solar maximum we assume the streams causing these shocks are associated with coronal mass 
ejections and eruptive solar flares. For these shocks we shall describe the shock- storm relationship for 
the level of intense storms (Dst < -10o nT). Then, we will discuss the interplanetary structures that 
are associated with the large-amplitude and long-duration negative Bz fields,which are found in the 
sheath field and/or driver gas regions of the shock and are thought to be the main cause of the intense 
storms. 

We will also present for the solar physicist a summary of the interplanetary/magnetosphere cou- 
pling functions, based on the magnetopause reconnection process. We will end by giving an overview 
of the long-term evolution of geomagnetic storms such as those associated with the seasonal and solar 
cycle distributions. 

1. I n t r o d u c t i o n  

Because the emphasis  of this review is to discuss the origin of geomagnet ic  s torms 
in erupt ive  flares and,  since the la t ter  are claimed to be closely associated with coronal 
mass  ejections (Z. Svestka, pr ivate  communicat ion)  and fast forward shocks to them (e.g. 
Sheeley et al., 1985), we reduce our task to the s tudy of the association of geomagnet ic  
s torms with in terp lanetary  shocks. 

Recent studies by Gonzalez and Tsuru tan i  (1987), Tsuru tan i  et al. (1988, 1991) and 
Gosling et al. (1991) indicate tha t  the category of s torms having the largest association 
with in te rp lane tary  shocks are the most  intense ones. This level of s to rm intensity can 
be expressed by the s to rm index threshold Dst < -100 nT.  Gonzalez and Tsuru tan i  
(1987), Tsuru tan i  et al. (1988, 1991) and Gonzalez e¢ al. (1989) have shown tha t  the 
main  in te rp lane tary  feature associated with intense storms,  accompanying  the shocks, is 
the presence of a large-ampli tude (<  - 10 nT),  long-durat ion (>  3 hours) and negative 
Bz component  of the IMF. Thus this review also concentrates on the origin of this type 
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of Bz fields and on its quantitative interaction with the magnetosphere which leads to 
the development of the storms. 

SOLAR- INTERPLANETARY - MAGNETOSPHERE COUPLING 

SUN I 
. B ~ Z  SOLAR 

WIND 

EARTH'S MAGNETOSPHERE 

CME: CORONAL IMF: INTERPLANETARY E_: SOLAR WIND'S ELECTRIC FIELD 
MASS MAGNETIC _J: MAGNETOPAUSE CURRENTS 
EJECTION FIELD E_.J: MAGNETOSPHERIC DYNAMO 

X~ RECONNECTION REGIONS 
-Bz: SOUTHWARD (D: AURORAL DISSIPATION 

COMPONENT OF IMF 
(~); RIND CURRENT DISSIPATION 

Figure 1. Schematic of the solar-interplanetary-magnetosphere coupling during solar maximum years 

at which a coronal mass ejection (CME) is the most important solar source for the interplanetary and 

magnetospheric disturbances. 

Figure 1 shows schematically the solar-interplanetary-magnetosphere coupling for 
eruptive flares. At the sun the main ingredient is the CME, whereas at the interplan- 
etary medium the main responsible feature for the development of the storm is the 
presence of a southward IMF carried by the solar wind. At the magnetosphere this 
southward field reconnects with the geomagnetic field leading to an effective momen- 
tum and energy transfer via a magnetospheric dynamo. In this figure two of the most 
important dissipation regions within the magnetosphere are indicated, the aurorM and 
the ring current regions. The former refers to the substorm process, for which the level 
of intensity is monitored by the auroral electrojet index AE, and the latter refers to the 
storm process itself with its intensity monitored by the storm index Dst. 

2. Interplanetary Shocks and Magnetic Storms 

The ISEE-3 satellite, situated in a halo orbit around the L1 libration point (at 
approximately 240 earth radii in front of the earth), measured 56 unambiguous fast 
forward shocks during the interval of August 16, 1978 to December 28, 1979 (e.g. Tsu- 
rutani and Lin, 1985). From these 56 shocks it was reported by Gonzalez and Tsurutani 
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(1987) that only nine preceded (within typical time lags) the occurrence of an intense 
geomagnetic storm (Dst < -100nT). Thus from the predictive point of view one can 
say that about 14% of the interplanetary shocks during solar maximum are expected to 
lead to the development of intense storms. 
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Figure 2. Normalized occurrence of interplanetary shocks for the interval August 1978-December 1979, 

observed by ISEE-3, as a function of the storm intensity (given by peak Dst). They are shown for t h r e e  

selected shock-strength intervals (strong, medium and weak). Taken from Gonzalez and Tsurutani,  

1987. 

On the other hand, since nine of the intense storms that occurred within this studied 
interwl were associated with shocks, one can also say that during solar maximum 90 % 
of the intense storms are expected to be associated with fast forward shocks within 1 
AU. A similar conclusion was arrived at by Gosling et al. (1991). 

With respect to any influence of the shock's strength in the intensity of the resulting 
storm, it has long been known (e.g. Akasofu and Chapman, 1963) that there is no 
association at M1. Figure 2 (taken from Gonzalez and Tsurutani, 1987) illustrates this 
point where it is shown that both weak and strong shocks have equal chances to lead 
to magnetic storms of any intensity. 

3 .  S o u r c e s  o f  S o u t h w a r d  I M F  F i e l d s  f o r  I n t e n s e  S t o r m s  

Gonzalez and Tsurutani (1987) reported that all ten intense storms (Dst < -100 
nT) that occurred during the ISEE-3 studied interval had associated with them large- 
amplitude (< -10 nT), long-duration ( > 3 hours) negative Bz fields in the interplanetary 
medium. 

Figure 3 shows one example of such an association for the day August 28, 1978. 
This figure illustrates the fast forward shock event that was observed at 02:00 UT of 
day 27, the compressed (and heated) sheath field region lasting to approximately 18:25 
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UT of day 27 and also a driver gas region lasting to approximately 12:00 UT of day 28. 
In this case, the -Bz event is associated with the driver gas for which a magnetic cloud 
(with rotation in the By component) was observed (Gonzalez et al., 1990a). 

Figure 3 also shows the occurrence of a high-intensity, long-duration and continuous 
auroral activity (HILDCAA) event as shown by the horizontal bar in the AE panel. 
Tsurutani and Gonzalez (1987) and Tsurutani et al. (1990) associated these HILDCAA 
events with the simultaneous occurrence of large amplitude Alfvenic fluctuations and 
argued that magnetic reconnection between the southward field of these fluctuations 
and the geomagnetic field is responsible for the magnetospheric energization. 
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Figure 3. Example of a shock ( 02:00 UT August 27), sheath and driver gas fields associated with the 
intense storm of August 28 (peak D s t  = -220 nT). They were followed by a HILDCAA event (shown 
by a horizontal bar on the AE panel) 

Tsurutani e~ al. (1988) studied the interplanetary structures associated with the 
-Bz events responsible for the 10 intense storms of the Gonzalez and Tsurutani (1987) 
study. Figure 4 is an updated version of those structures. They are divided in two 
groups: those that belong to the sheath region of the shock and those encountered 
within the driver gas region. About half of the 10 events belong to each of these 
two groups and can be associated with any of the suggested possibilities. Because the 
suggested structures are self explanatory, we shall not extend our discussion on this 
matter. 
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S H E A T H  F I E L D S  

a) Shocked Southward fields 
Tsuru tan i  et al., 1988 

b) Shocked heliographic current sheets 
Tsuru tan i  et al., 1984 

S 

a 

c) Turbulence,  waves and discontinuities 

d) Draped magnetic fields 
Zwan and Wolf, 1976 

$ 

N) 
McComas et al., 1989 

D R I V E R  G A S  F I E L D S  

e) Magnetic clouds 
Klein and Burlaga, 1982 

Fluxropes 
Marubashi,  1986 

% 
0 

Magnetic tongues 
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Figure 4. The various interplanetary features that involve large-amplitude, long-duration negative Bz 
fields for the 10 intense storms (Dst < -100 nT) of August 1978 - December 1979. They are grouped 
into two broad categories: Sheath fields and Driver gas fields. 
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4. Solar W i n d - M a g n e t o s p h e r e  Coupl ing  Funct ions  

Magnetic field reconnection between the southward directed IMF and the geomag- 
netic field (Dungey, 1961) is the most acceptable mechanism for the energy transfer 
responsible for the auroral and ring current energization processes. Since early work 
(Arnoldy, 1971; Tsurutani and Meng, 1972) it is known that a simple correlation be- 
tween IMF - B ,  and magnetospheric dissipation parameters, such as the auroral index 
AE, give fairly high correlation values due to the fact that the Bz parameter is the main 
ingredient of the reconnection energy-transfer mechanism. More complex functions as- 
sociated with the electric field transfer and with the energy transfer of magnetopause 
reconnection were later introduced (Gonzalez e~ al., 1989 and references therein). Table 
1 is a summary of the most commonly used coupling functions. In this Table, v and 
p are the solar wind speed and density, respectively; BT is the transverse (to the Sun- 
Earth line) component of the IMF vector, BT = (B2z + B2)~ in solar magnetospheric 
coordinates; B is the IMF amplitude and ~ is the angle between B T and the geomag- 
netic field vector taken at the magnetopause; and Lo is a constant scale-length factor 
(equal to 7 earth radii). Gonzalez (1990a) showed that most of these functions can be 
derived as particular cases of more general expressions for the electric field and energy 
transfer at the magnetopause due to large-scale reconnection. 

5. Seasona l  and Solar Cycle  D i s tr ibut ions  of  Intense  S t o r m s  

It is known that geomagnetic activity has a seasonal variability with maxima at 
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Figure 5. Seasonal distribution of intense storms (Dst < -100 nT) for the interval 1975-1986. The 

normalized number of these storms per month is given. 
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the two equinoxes (e.g. Russell and McPherron, 1973). However it is not clear if such 
variability is also distinguishable for intense storms. This expectation is confirmed by 
the distribution shown in Figure 5. It refers to the intense storms (Dst < -100 nT) that 
occurred within the 1975-1986 interval. However it remains to be seen if the mechanisms 
suggested for the seasonal variability of geomagnetic activity in general (e. g. Russell 
and McPherron,1973 ; Murayama,1974) are or are not applicable to the category of 
intense storms (Clua de Gonzalez eg al., 1991). 

Gonzalez eg al. (1990b) studied the solar-cycle distribution of intense storms for the 
interval 1880-1985 using the geomagnetic indices aa (1880-1964) and Dst (1965-1985). 
They showed that intense storms tend to occur within the solar cycle with a dual-peak 
distribution. On the average the first peak tends to occur close to solar maximum and 
the second peak about two years after solar maximum. These authors also showed that 
a similar dual-peak distribution occurred during the 1970-1981 interval for the yearly 
number of large negative Bz events with amplitudes < -10 nT and duration > 3 hours, 
supporting the association described in Section 3. However the exact nature of this 
dual-peak distribution still needs to be studied. 

Conclusion 

In this brief review some aspects of intense geomagnetic storms have been pre- 
sented with the aim of suggesting further research within the framework of the solar- 
interplanetary-magnetosphere coupling. This review refers to solar maximum years 
within which the CMEs and the eruptive solar flares are more abundant. 
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A b s t r a c t .  Observations in different spectral bands have shown the existence of many similarities 
between solar and stellar flares, in spite of the far larger energies that are typically involved in 
the latter. The analogy may go as far as to include the occurrence on stars of both confined 
and eruptive flares similar to those observed on the Sun. The observational evidence for the 
existence of stellar eruptive flares is reviewed and it is shown that the data are still inconclusive 
in this respect. Models of stellar flares as either confined or eruptive magnetic structures are 
also discussed and it is concluded that models are unable at present to discriminate between the 
two cases. 

1. I n t r o d u c t i o n  

To talk about stellar flares in a meeting that has specifically been devoted to the study of 
eruptive solar flares might suggest that  phenomena of this type are also observed on other stars. 
This is not the case. It must be emphasized from the very beginning that the observational 
evidence for the existence of stellar analogues of eruptive flares is only marginal at best. There 
are a few indications of their possible occurrence, but none of them can be regarded as definitive. 
However, in spite of the limited observational evidence, there have been some theoretical efforts 
aiming at modeling stellar flares as either analogues of confined solar flares or as eruptive two- 
ribbon flares. This is the topic that will be discussed in this paper. Before doing that,  however, 
it may be appropriate to give some general information on stellar flares for those who are not too 
familiar with the subject. Only afterwards, I will present the (limited) observational evidence 
we have for the occurrence of eruptive flares on stars, and finally I will discuss the modelling 
of stellar flares as both confined and eruptive events. The main purpose of this discussion will 
be to see whether the two cases can be distinguished on the basis of a comparison between 
observations and theoretical models. 

Impulsive flare-like brightenings similar to solar flares have been observed on many different 
types of stars (Pettersen 1989). These include classical UV Ceti-type flare stars, RS CVn and 
Algol-type binaries, pre-main sequence stars (both classical T-Tauri and weak-lined T-Tanri 
stars), and a few other individual objects (e.g. X-ray flares have been reported for the GO V 
star ~r I UMa and for the A-type visual binary Castor A+B;  Landini et al. 1986, Pallavicini et 
al. 1990a). Not all these flares share the same observational characteristics. Those which show 
the greatest analogy to solar flares are observed from late-K and M dwarfs with Balmer lines 
in emission (dKe-dMe stars) and, more specifically, from a subclass of them, the so called IIV 
Ceti-type flare stars. As has been discussed in several recent review papers (e.g. ttaisch and 
Rodonb 1989, Haisch et al. 1991, Pettersen 1991, Pallavicini 1991a,b, and references therein), 
there are many similarities between solar flares and flares on UV Ceti-type stars, but there axe 
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also significant differences. First and most important, the energy involved may be orders of 
magnitude larger than in the largest solar flares. If energy is derived from the same mechanisms 
thought to be responsible for solar flaxes (i.e. dissipation of magnetic energy in stressed non- 
potential configurations), this implies that much larger volumes or larger magnetic fields, or 
both, must be involved in stellar flares. 

In this paper I will not address the (yet unsolved) question whether the differences observed 
between solar and stellar flares are due to the different physical environments in which the same 
basic processes occur, or rather if the basic mechanisms themselves are different in the solar and 
stellar case. I will simply chose the first alternative, i.e. I will work within the framework of 
the solar analogy. If this is the case, the large energies involved in stellar flares (which may be 
up to ~ 1035 erg in a flare on a dMe star, and up to two orders of magnitude more in flares 
of RS CVn binaries and pre-main sequence objects) require volumes that are much larger than 
those of typical solar flares, unless magnetic fields as high as ~ 104 gauss or higher exist on 
stars (cf. Pallavicini 1991b). For the largest flares on t{.S CVn and Algol-type binaries, and on 
pre main-sequence objects, it is hard to escape the conclusion that the flare typical sizes must 
be very large and even comparable to the stellar radius. However, to take this as evidence that 
stellar flares, at least those with long durations and large energies, must be necessarily of the 
eruptive type (as they are on the Sun) is a conclusion which may not be sufficiently justified, 
given our ignorance of the basic physical processes responsible for stellar flares. 

2. Stellar flares: observat ional  background 

Stellar flares, like solar flares, are extremely complex phenomena that involve all atmospheric 
layers, from the photosphere to the corona, throughout the various phases of the flare process. 
Coordinated multiwavelength observations are required if we want to grasp the essential physics 
involved. The need for this was realized long time ago in solar physics, but only recently these 
observations have become possible also in the stellar case (Kahler et al. 1982, Doyle et al. 1988, 
Rodonb et al. 1989, Hawley and Pettersen 1991). Until recently, flares on UV Ceti-type stars 
had been observed almost exclusively in broad-band optical continuum radiation. This is in 
striking contrast to the case of the Sun, for which the white-light flare was until a few years ago 
a very rare phenomenon observed only during the most intense events (Neidig 1989). 

With the development of more sensitive techniques for ground-based observations, and 
the opening of the space to stellar observations, other diagnostics have become accessible for 
stellar flares (see reviews by Byrne 1989, Foing 1989, Bastian 1990, Butler 1991, Linsky 1991, 
Bookbinder 1991, and references therein). These include high resolution spectroscopy of optical 
lines, ultraviolet line and continuum emission, soft X-rays at energies _ 10 keV,  and radio 
continuum emission (including the possibility of obtaining radio dynamic spectra). Although 
this has considerably reduced the gap between solar and stellar observations, and has contributed 
enormously to our understanding of stellar flares, there are still many other diagnostics that are 
totally unaccessible in the stellar case. For instance, we do not have any direct information 
on the spatial structure of stellar flares, and we have no measurements of hard X-rays and 
particle emission. Our knowledge of mass motions in stellar flares is also quite limited, since 
high spectral resolution has to compete with lack of photons in time-resolved flare observations. 
These limitations have important consequences for establishing the existence or not of confined 
and eruptive flares on other stars. 

When observed in optical broad-band emission, a typical flare on a UV Ceti-type star ap- 
pears as a rather short-lived impulsive brightening of up to several magnitudes (Rodonb et al. 
1989, Hawley and Pettersen 1991). The duration of the brightening may range from less than 
a second to a few tens of minutes, and the time profile is often (at least for the longer and 
more intense flares) rather complex, with multiple peaks occurring in rapid succession (Fig. 1). 
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This is somewhat similar to what is observed for hard X-ray flares on the Sun. The latter are 
correlated temporally with white-light solar flares, which occur as rapid brightenings in small 
localized regions on the Sun. If the same occurs for stars, the continuum optical emission of 
stellar flares could be used as a proxy for hard X-rays, and hence for obtaining information about 
the initial energy release and particle acceleration process. Although this assumption is often 
made and is not contradicted by the observational evidence, it must be taken with some caution 
since it relies only on the solar analogy and on our present understanding of solar flare processes. 
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Figure  1. Light curves of a large flare on AD Leo in optical U-band continuum 
emission, in H7 and in the Ca II K line. All fluxes have been normalized to their peak 
value (adapted from Hawley and Pettersen 1991). 

Flare optical line emission (in the Hydrogen Balmer lines and the H and K lines of Ca II) 
show a completely different behaviour, again in analogy with the solar case. Line emission, in 
fact, is typically more gradual, peaks later and lasts longer than the optical continuum (Fig. 
1). This is similar to the behaviour of Ha in relation to white-light emission in solar flares. 
Ca II emission is further delayed with respect to the Balmer lines. Moreover, the Balmer lines 
are usually broadened during the impulsive phase of stellar flares, and the broadening decreases 
rapidly as the continuum emission declines. Ca II lines, on the contrary, show little or no 
broadening and this suggests that the Balmer lines are largely broadened by the Stark effect, to 
which the Ca II lines are much less sensitive. 

Observations obtained recently by Rodonb et al. (1989) show the presence of negative stellar 
flares at 2.2 #. No similar phenomenon has yet been observed for solar flares, although lack of 
adequate monitoring at infrared wavelengths may at least partially be responsible for that. 
Negative stellar flares have occasionally been observed also at optical wavelengths, particularly 
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in the red I band. There is no simple explanation for this effect. One possibility is that enhanced 
ionization by non-thermal particles increases H -  opacity (H~noux et al. 1990). 

X-ray observations of stellar flares with imaging telescopes on satellites such as Einstein, 
E X O S A T  and now R O S A T  have provided much useful information on the high-temperature 
coronal part of stellar flares (Haisch 1983, Pallavicini et al. 1990b, Linsky 1991). Soft X-ray 
emission in UV Ceti-type flare stars show typically a gradual development, more similar to that of 
optical line emission than to continuum emission. Temperatures derived from X-ray observations 
of stellar flares are in the range (2 - 4) × l0 T K, similar to typical coronal temperatures of solar 
flares. The emission measures, however, are often orders of magnitude larger than in solar flares, 
with typical values ranging from 1051 to 1053 em -3. As shown by the extensive observations 
obtained by EXOSAT,  the X-ray light curves of flares on UV Ceti-type stars show a remarkable 
similarity to those of soft X-ray flares on the Sun, and also the temperatures are similar. Thus, 
only the energies and emission measures involved may be larger in the stellar case. 

The X-ray observations allow us to make some further considerations about flares on RS 
CVn and Algol-type binaries and on pre-main sequence (PMS) stars. While flares on the latter 
stars have occasionally been observed in optical continuum radiation, as they are for I IV Ceti- 
type stars, it it much more difficult to detect optical continuum flares from RS CVn binaries, 
since these stars are typically hotter and brighter. As a matter of fact, the only detection 
of an optical flare from an RS CVn star has been reported at this conference by Foing et al. 
(for the star HR 1099). On the contrary, flares are commonly observed from RS CVn and 
Algol-type binaries at X-ray, UV and radio wavelengths. The flares seen at X-ray wavelengths 
are typically much stronger and longer lived than flares on UV Ceti-type stars, and also the 
coronal temperatures are often higher. This could suggest that flaxes on RS CVn binaries are 
fundamentally different from flares on dMe stars and on the Sun (Mullah 1989, Pallavicini and 
Tagliaferri 1989). Flares with energies of up to 1036 erg in X-rays (and at least one order of 
magnitude more over the entire electromagnetic spectrum) have been reported for these stars 
(cf. Linsky 1991). 

Although energetically unimportant, radio emission is another useful diagnostics of the 
physical conditions in stellar flares. Stellar radio emission is reviewed elsewhere in this volume 
(see paper by R. Stewart) and therefore will not be discussed here. I simply call attention 
to the fact that radio emission, at least potentially, can be very important for addressing the 
question of whether eruptive flares exist on stars. The large radio emitting regions detected 
with VLBI techniques in some RS CVn binaries and PMS objects (Mutel et al. 1985, Phillips 
et al. 1991) suggest injections of non-thermal electrons in large magnetic structures. It is 
not yet dear, however, whether these radio emitting regions are produced by flare-associated 
global disruptions of the magnetic configuration or rather indicate the existence of an extended 
magnetosphere (possibly involving interconnecting loops in binary systems) around RS CVn and 
PMS stars. 

3. Do e rup t ive  s te l lar  flares exist  ? 

The existence of stellar analogues of solar eruptive (2-ribbon) flares has been suggested several 
times in the literature. In most, probably all cases, these are just suggestions, i.e. one of the 
possible interpretations of the available data. To my knowledge, in no case the observational 
evidence is so strong as to prove definitely that eruptive stellar flares do exist. However, the 
data do not contradict such a possibility, and the existence of eruptive stellar flares appear not 
only as possible but even as likely. In this section, I will summarize the main arguments that 
have been presented in favor of eruptive flares on stars. 

By using a large sample of E X O S A T  observations of flares on UV Ceti-type stars, Pallavicini 
et al. (1990b) suggested the existence of two classes of stellar flares similar to solar compact 
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and two-ribbon flares. This suggestion was based only on morphological differences (i.e. the 
duration and intensity of the flare) and on the analogy with similar phenomena observed on 
the Sun (Pallavicini et al. 1977). By the same token, the long-duration flares typically seen in 
RS CVn and Algol-type systems should all be of the 2-ribbon type (e.g. White et al. 1986) 
However, while on the Sun spatially resolved observations show that longer flares usually involve 
larger structures and the reconnection of a disrupted magnetic configuration, there is no direct 
proof that the same also occurs for stars. The larger energies do suggest larger structures, but 
the long time evolution could also be produced by a gradual release of energy in a confined 
structure, without involving a global disruption of the magnetic configuration. 

Haisch et aL (1983) went a step further in their analysis of a 10ng duration X-ray flare on 
Prox Cen observed with Einstein. Spectral analysis of time resolved data at different phases 
throughout the event revealed a temporary increase of the hydrogen column density during a 
4 minutes interval immediately following the peak of the event. While the Einstein IPC data 
were consistent with virtually no absorption at all other times (NH ~ 10 TM -- 1019 c m - 2 ) ,  the 
hydrogen column density increased to NH ~ 1020 cm -2 during that short-time interval. This was 
interpreted as evidence for obscuration of the X-ray flare by a cloud of cool absorbing material 
as coud be produced by the eruption of a filament at the time of the flare. The long duration 
of the X-ray event (more than 2 hours) was consistent with this interpretation, assuming again 
that stellar flares are scaled-up versions of solar flares. 

Obscuration by cool prominence material was also suggested by Giampapa et al. (1982) 
as a possible cause of an intensity dip observed in the U band just before a flare on EQ Peg. 
As mentioned above, negative flares are often observed in the red I band, but are very rare 
at shorter wavelengths. Negative flares are more commonly interpreted as due to an increase 
of H -  opacity as a consequence of increased ionization in the lower atmospheric layers. Thus, 
although we cannot exclude the interpretation of Giampapa et al. for the rare U-band negative 
flare observed on EQ Peg, other interpretations are also possible. 

Houdebine et al. (1990) have reported a large blue-shifted component in H'y observations 
of a flare on AD Leo. The blue-shifted component lasts only a few minutes in the early flare 
phases, and the maximum inferred velocities decrease from nearly 6,000 K m  s -1 to less than 
4,000 K m  s -1 during a 3 min interval. If interpreted as a prominence eruption or a coronal mass 
ejection, a mass of ~ 7.7 x 1017 gr and a kinetic energy of ~ 5 x 1034 erg are derived for this event. 
These values are both much larger than those typically observed in solar coronal mass ejections. 
Collier Cameron and Robinson (1989a,b) have provided evidence that corotating clouds of cool 
Ha material exist in the corona of the PMS star AB Dor. However, it is unclear whether 
these clouds are associated with transient flare-like events or are more stable prominence-like 
structures. 

Finally, Simon et al. (1980) reported the presence of a red-asymmetry in Mg II h and k 
line observations obtained with IUE during a flare from the RS CVn binary UX Ari. The red 
asymmetry indicated the presence of material moving at a speed of 475 K m  s -1 away from 
the observer. A possible interpretation of the data is that reconnection occurred between two 
different systems of loops, one anchored on the G5 V component of the binary and the other on 
the K0 IV component. Field line reconnection, and transfer of mass from the K0 subgiant to the 
G5 dwarf through the reconnection point could explain the observed red asymmetry. Although 
attractive, the suggested scenario is highly speculative, as admitted by the authors. 

4. Modell ing of  confined stellar flares 

Since the observations do not appear to be able to discriminate between compact and eruptive 
stellar flares (except in a very crude way), we may ask whether theoretical models can allow 
some further steps forward. A comprehensive flare model that treats all atmospheric levels from 
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the photosphere to the corona, taking into account all relevant physical processes, does not yet 
exist (see, however, a first attempt in this direction by Hawley and Fisher 1991). The models 
that have been developed so far are either for the optical thick lower atmospheric layers (with 
the purpose of modelling optical flares), or for the optically-thin coronal part (with the purpose 
of modelling X-ray flares). In this paper, I will not discuss the first class of models (for which I 
refer to Pallavicini 1991a,b) and I will restrict myself to coronal models. These can be roughly 
subdivided into two groups: a) hydrodynamic models of magnetically confined structures; b) 
reconnection models in open to closed magnetic configurations. The first type of models, which 
is more relevant for confined flares, will be discussed in this section; reconnection models, which 
are more pertinent to eruptive flares, will be discussed in the next section. 

A first attempt to model stellar X-ray flares as a result of hydrodynamic processes in a 
magnetically confined coronal structure was made by Reale et al. (1988) using the Palermo- 
Harvard hydrocode (Pallavicini et al. 1983, Peres 1989). The flare they chose for modelling 
is the same long-duration event on Prox Cen that Halsch et al. (1983) interpreted as a stellar 
analogue of a solar two-ribbon flare. The reasons for this apparently odd choice is that the 
Prox Cen flare was one of the very few sufficiently strong events that were observed by Einstein 
for their entire duration; the others were interrupted by the frequent data gaps due to the low 
orbit of the Einstein satellite. However, Reale et al. did not attempt to model the entire flare, 
but modelled only the central portion around the peak, while neglecting completely the slowly 
declining tail of the event. 

By assuming a circularly symmetric loop of length L, and a localized heating at the top of 
the loop, they tried to reproduce the observed light curve of the flare in the Einstein IPC band. 
The heating was assumed to be constant thoughout the flare rise phase and to stop abruptly 
after 700 sec. The loop length was treated as a free parameter, searching for the value that gives 
the best fit to the flare light curve. Since they limited the number of possible free parameters 
by chosing a particular form of the heating function, the decay of the flare is determined almost 
uniquely by the loop length, longer loops producing more gradual decays. The best fit is obtained 
with a loop with L = 1.4 x 1{I 1° cm. When compared to the Sun, this is a much longer loop 
than for typical confined solar flares. Note that the radius of Prox Cen is only 0.14R® and the 
inferred length of the flaring loop is in fact comparable to the stellar radius. By contrast, most 
confined flares on the Sun have loop lengths of the order of ~ {1.1R® or less. 

Does the large loop inferred by Reale et al. (1988) indicate that stellar flares, even of 
relatively small intensity (the flare on Prox Cen had a total X-ray energy of only 2 × 1031 erg 
and an emission measure of ~ 1 x 10 sl cm -3)  require much larger structures, relative to the 
stellar radius, than confined solar flares ? And secondly, is the good agreement found between 
observations and model (at least for the first part of the decay phase) sufficient proof that the 
flare on Prox Cen was indeed compact and with no appreciable energy deposition during the 
decay ? 

In order to answer some of these questions, Cheng and Pallavicini (1991) have carried out 
extensive modelling of flares on dMe stars using the NRL hydrocode that solves numerically the 
full set of mass, energy and momentum equations for a two-fluid plasma (Cheng et al. 1983). 
Rather than trying to fit a particularly well observed event, they have built a grid of different 
models by changing loop length, preflare conditions, flare heating rate, and spatial and temporal 
dependence of the heating function. By exploring the parameter space, it is thus possible to get 
better insights into the flare process, and to test how sensitive the models are to the assumed 
input parameters. 

The basic hydrodynamic results are similar to those obtained by applying the same codes 
to the solar case (Pallavicini et al. 1983; Cheng et al. 1983, 1985; Peres et al. 1987). The major 
difference is due to the higher gravity and smaller pressure scale height of dMe stars (which 
have typically surface gravities 2 to 4 times larger than the Sun). If energy is deposited at the 
loop apex, a high temperature region forms there. Energy is rapidly conducted down toward the 
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loop footpoints and the transition region between the chromosphere and the corona steepens and 
moves downwards. If the energy conducted to the chromosphere is larger than can be radiated 
away, a high pressure region forms at the top of the chromosphere. The heated chromospheric 
material expands upwards at velocities of several hundred K m  s -1 filling the coronal portion 
of the loop (chromospheric evaporation), while at the same time the high pressure region acts 
like a piston compressing the underlying chromospheric material. The compressed region that 
forms at the loop footpoints could in principle be responsible for the optical flare and even for 
white-fight flares (as has been suggested for the Sun by Cheng et al. 1983 and for dMe stars by 
Livshits et al. 1981). However, because of the larger gravity and smaller pressure scale height 
of dMe stars, the compression region encounters a very steep density gradient that limits the 
amplitude and time duration of the compressed region. It seems unlikely therefore that this 
compressed region can contribute significantly to the optical flare in dMe stars. 

The subsequent evolution of the flare during the decay phase depends critically on whether 
energy is deposited during the decay phase or not. If the heating is switched off abruptly, the 
plasma cools rapidly and a thermal instability occurs which leads to rapid condensation of the 
coronal plasma to temperatures of ~ 105K and to large downflows. The final state is entirely 
different from the initial one. On the contrary, if energy deposition is continued during the 
decay phase (e.g. by means of a slowly decaying heating function) the plasma gradually cools 
down to the prefiare conditions, and no catastrophic instability occurs. In any case, the way 
energy is deposited during the flare (both the heating rate and the heating time dependence) 
is fundamental for determining the time profile and physical parameters (temperature, density, 
bulk velocity) of the flare. Conclusions based on a prescribed form of the heating rate cannot 
be claimed to be unique. 

As shown by Cheng and Pallavicini (1991), X-ray light curves predicted by their code are in 
good agreement with typical light curves observed by EXORA T for flares on dMe stars. For the 
longest X-ray flares observed by E X O S A T ,  practical limits on computer time have prevented 
so far to check whether these flares can be reproduced by means of confined flare models. 
Extrapolations based on the grid of models of Cheng and Pallavicini, as well as the results of 
Reale et al. (1988) for Prox Cen, suggest that this should be possible through a suitable choice 
of the loop length and the heating function. Thus, it seems difficult to determine the nature 
(either confined or eruptive) of a stellar flare by simply matching observed and predicted X-ray 
light curves. 

The results of Cheng and Pallavicini (1991) are summarized in Fig. 2 which shows a 
comparison of predicted and observed emission measures and total X-ray energies for flares 
observed by E X O S A T  and for 4 of the 10 different models run by them. Models 3 and 9 are 
both for a small loop with L = 2 × 109 cm, but the total energy released in model 9 is one 
order of magnitude larger than in model 3. Models 5 and 8, instead, are for a large loop (with 
L = 8 × 109 cm),  and again differ one from the other by one order of magnitude in the energy 
input. The energy deposited in models 9 and 5 is about the same, but the two models differ in 
the loop length. As can be seen from the figure, small X-ray flares with energies of the order of 

1031 erg and emission measures of the order of ~ 1051 cm -3 (similar to the Prox Cen flare 
discussed above) can be reproduced by a small loop (model 3), without the need of the large 
loop, comparable to the stellar radius, required by Reale et al. Only very large flares (with X-ray 
energies of the order of ~ 1034 erg and emission measure of ~ 1053 cm -3)  require large loops 
(model 8), unless unrealistically high magnetic fields are invoked to provide for both energy 
release and confinement. Intermediate size flares (with energies of the order of ~ 10 a2 erg and 
emission measures of ~ 1052 cm -3 can be reproduced equally well with both a small loop (model 
9) and a large loop (model 5). Without other constraints it is not possible to choose between 
the two cases by simply fitting the observed X-ray light curve. 
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Figure  2. Comparison of observed and computed emission measures and total en- 
ergies for X-ray flares on dMe stars. The observational data are from E X O S A T ,  the 
computed data are the results of hydrodynamic simulations of confined flares (from 
Cheng and Pallavicini 1991). 

5. Model l ing of  e rup t ive  stel lar  flares 

If the identification of long-duration X-ray events with stellar analogues of solar erupting flares is 
correct (Pallavicini et al. 1990b), the modelling of such events by means of magnetically confined 
closed structures (as has been done by Reale et al. 1988 for the flare on Prox Cen and by Hawley 
and Fisher 1991 for a long-duration flare on AD Leo) may not be correct. Rather, models that 
involve reconnection in open to closed magnetic configurations should be more appropriate, as 
believed to be the case for solar two-ribbon flares (Kopp and Pneuman 1976, Kopp and Poletto 
1984). 

In the classical Kopp and Pneuman model of solar two-ribbon flares, a magnetic configu- 
ration is disrupted by an unspecified mechanism: the open field lines, under the action of an 
unbalanced Lorentz force, relax back to a closed lower-energy configuration and energy is re- 
leased gradually by magnetic reconnection as the fields lines reconnect at progressively higher 
altitudes during the flare decay. Application of this model to stellar conditions has been made 
by Poletto et al. (1988) and Poletto (1989) for long-duration flares on dMe stars and by van den 
Oord and Mewe (1989) for a large flare on Algol. Here, I will follow the analytical formulation 
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of Poletto et al. (1988) which is useful to illustrate the main points (see also Pallavicini et aL 
198 ). 

The assumed magnetic field configuration is two-dimensionai with a radial (non-potential) 
magnetic field at heights h > R1 (where R1 is the height of the reconnection point) and a 
potential field at heights h ~ R1. The latter is expressed in terms of a single lobe of a Legendre 
polynomial of degree n, i.e. P,~(8) where 8 is the colatitude. The degree n is a measure of the 
extent in latitude of the flare region, larger values of n corresponding to smaller regions. To 
simulate the formation of loops at increasing heights during the flare decay, the reconnection 
point R1 is set to progressively higher altitudes, thus modelling a time-dependent process. The 
rate at which magnetic energy is released as reconnection leads from the initially open to a 
closed (potential) configuration is given by: 

_ _  = y2,~[y(2n+l) _ 1] dy 
dEdt A(n, 8o) R3, B2m In q- (n 4- 1)y(2n+l)] 3 d-7 (1) 

where R ,  is the radius of the star and A(n, 80) is a function which depends on the degree n 
of the Legendre polynomial and on the central heliographic colatitude 8o of the region. Bm 
is the maximum field strength at photospheric level in the flare region, y is the height of the 
reconnection point expressed in terms of the stellar radius and dy/dt is its upward velocity. As 
suggested by the solar case, this can be expressed as 

y(t)= ~ ,  = 1 + (  , ) [ 1 - e x p ( - t / t o ) ]  (2) 

where hm is the maximum height reached by the reconnection point during its upward movement 
and to is the time constant of the process. For simplicity, it is assumed that  the flare region 
is centered at the equator, that its longitudinal extent is ~ 1.5 times its extent in latitude (as 
suggested by solar flares), and that hm is comparable to the latitudinal extent. 

Poletto et al. (1988) and Poletto (1989) showed that eq. (1) was capable of reproducing the 
observed X-ray light curve of a long duration flare on EQ Peg, as well as of the flare from Prox 
Cen that  we have repeatedly mentioned above. However, they also showed that  the model is 
unable to uniquely determine the physical parameters of the flaring region (size, magnetic field, 
density). The basic problem is well illustrated in Fig. 3 where we plot, as a function of time, 
the energy release rate given by Eq. (1) (normalized to the stellar radius and to the maximum 
photospheric field Bin), for various values of the degree n and the time constant to. 

As shown by Fig. 3, the shape of the curve of the energy release rate vs. time depends 
almost exclusively on the parameter to, i.e. on the time constant of the upward movement of 
the reconnection point, which is an unknown quantity in the stellar case. On the contrary, the 
absolute values of the energy release rate depends on both the degree n (i.e. on the size of 
the region) and the photospheric magnetic field Bm. As expected, the energy released will be 
higher for larger regions and/or higher magnetic fields. Thus, while fitting an observed X-ray 
light curve with Eq. (1) allows the time constant to to be uniquely determined, in no way we 
can disentangle the flare size and the magnetic field strength. In order to do so, additional 
constraints are required, such as an independent estimate of the field strength in the flare region 
or a determination of the flare coronal density from the ratio of density sensitive lines. Neither 
measurement is feasible at the present time. Thus, while the model is consistent with the 
interpretation of long duration flares as analogues of eruptive solar flares, this is by no means 
a proof that open magnetic structures and reconnection are involved in long duration stellar 
flares. Moreover, the inability of the model to uniquely determine the flare parameters greatly 
reduces its usefulness in interpreting stellar flare data. 
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F i g u r e  3. Magnetic energy release v s .  time predicted by the reconnection model 
of eruptive stellar flares (Eq. 1). The different curves refer to different sizes of the 
flare region and to different upward velocities of the reconnection point (as given by 
Eq. 2). The energy release has been scaled to the stellar radius and to the maximum 
photospheric magnetic field in the region (from Poletto, Pallavicini and Kopp 1988). 

6. Conclusion 

In this paper, we have seen that the observational evidence for the existence of eruptive stellar 
flares, similar to solar 2-ribbon flares, is only marginal at present. There are several lines of 
evidence that  suggest their possible occurrence, but none can be considered as definite. We have 
also seen that models are unable to distinguish between confined and eruptive flares, b e c a u s e :  
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a) different classes of models can reproduce the same data (as shown by the flare on Prox Cen); 
b) for any given class of models, the solution is not unique (given the large number of free 
parameters than enter the models). If any progress has to be made in this area, there is urgent 
need of better observational constraints. In particular, observations of flare mass motions at X- 
ray and optical wavelengths, with high sensitivity and spectral resolution, would be invaluable 
to address the question whether eruptive flares do exist on stars. 
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Radio Flare Emission from Late-Type 
Stars 

R.T. Stewart 

Australia Telescope National Facility, CSIRO, PO Box 76, Epping, 
NSW 2121, Australia 

Abstract :  A brief review is presented of recent progress in understanding the 
nature of several varieties of radio flare emission from late-type stars. 

I n t r o d u c t i o n  

A number of comprehensive reviews on stellar radio emission have appeared 
over the past few years (see Dulk 1985, Kuijpers 1989 and Bastian 1990). 
In this short review, I wiU restrict discussion to radio flares from late-type 
stars only. Such stars include G and K subgiants in RSCVn and Algol bi- 
naries, single (possibly FK Coma) K subgiants and giants, PMS G and K 
dwarfs and DMe flare stars. All of these flare stars are characterised by 
rapid rotation plus active chromospheres and coronae. 

O b s e r v a t i o n a l  L i m i t a t i o n s  

It is important to realise the severe limitations imposed on observations of 
stellar radio flares by their large distances. For example, the most intense 
solar bursts recorded at centimetre wavelengths have luminosities of about 
5 X 1012 (erg s -1 Hz-1) .  If placed at the distance of the nearest star such 
bursts would not be detected by the most sensitive radio telescopes. Indeed, 
the only reason we detect radio flares from other stars is because they are 
extremely luminous. (It is somewhat paradoxical that the strongest radio 
star in the sky produces the least energetic flares.) Radio flares from rapidly 
rotating dwarf and giant stars have luminosities up to 10 4 and 10 6 times 
solar flares (Fig 1). Another point worth remembering is that most stellar 
radio observations are restricted to small fractional bandwidths and to mi- 
crowave frequencies. Consequently, we do not see anything like the variety 
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and complexity of solar bursts (see Bastian 1990 for examples of complex 
decimetre dynamic spectra from dMe flare stars). 

Again, because of the scarcity of stellar radio observations, a number of 
authors have, in my opinion, mistaken slowly varying enhanced radiation 
from dMe flare stars for "quiescent emission", despite the fact that this 
weak radiation is not always present and that it has been observed to vary 
by factors of 20 or more (see White etal. 1989 for examples). This is not 
simply a question of semantics. It is important not to confuse flare-related 
bursts with persistent emission caused by quasi-continuous acceleration of 
electrons. I think it likely that most examples of quiescent radio emission 
observed to date from late-type stars are caused by low-level flaring. Some- 
times the flares may be eruptive and of long duration, as in the slowly 
varying burst from EQ Peg A which followed the largest X-ray flare yet 
observed from a dMe star (Kundu et al. 1988). 

(a) Energe t i c  Flares  

The predominant type of radio:flare emission observed at centimetre wave- 
lengths from RSCVn and Algol binaries and from PMS dwarfs (such as AB 
Dor) and FK Coma giants (such as HD32918 and FK Coma Berenices), 
is found to be gyro-synchrotron radiation from mildly relativistic electrons 
(which are accelerated during flares and trapped in strong magnetic fields 
low in the stellar corona). Near the flare maximum the radio source is opti- 
caily thick (due to self-absorption by the energetic electrons) and the spec- 
trum shows a remarkable similarity to that of an intense solar microwave 
burst (Stewart et al. 1988). Below the turnover frequency the spectral index 
a (defined as S c~ u a is between 0.7 and 1.2, rather than the 2.5 expected 
from an optically thick uniform synchrotron source. This characteristic prop- 
erly of intense solar and stellar flare bursts can be explained by a magnetic 
dipole model (Nelson and Stewart 1979) containing mildly relativistic elec- 
trons emitting gyro-synchrotron radiation from optically thick shells which 
increase in size with decreasing frequency. (The shells where the optical 
depth is unity are very thin, arising from the rapid decrease of emissivity 
and absorption with height.) 

The dipole model has been applied to stellar microwave flares by Stewart 
et al. (1988) to explain a relationship between peak radio-flare luminosity L 
arid rotation (Fig.l). It predicts that the scale size of the magnetic (dipole) 
field (B < 3000G) on late-type stars increases with equatorial surface ve- 
locity v. 

From Eq.(16) of Stewart etal. 

R.(v)/Ro o: ,1 02 (1) 

where R. ,  Ro are stellar and solar radii. 
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Fig. 1. Plot of 8.4 GHz peak luminosity scaled by (R,/Ro)2"s versus the equatorial 
surface velocity v for 51 late-type stars. Figures on the dashed lines indicate slopes. 

This prediction can be tested on several well-known stars. For the active 
RsCVn binary HR1099 where v =  75 km s -1 we expect  from Eq.(1) that  

0.2 < R,/Ro < 0.8 (2) 

a value consistent with VLBI measurements at 8 GHz of the angular size 
of an intense flare from HR1099, where the estimated source size was about 
75% of the diameter of the K subgiant (Lestrade et al. 1984). For the single 
PMS K star AB Dor, Slee etal. (1986) and Lim (1991) estimated a source 
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size of the order of half the diameter of the star from an apparent~ 50% 
rotational modulation effect during periods of flaring. Substituting v= 100 
km s -1 into Eq.(1) gives 

0.2 < R , / R o  < 1.0 (3) 

Marcy and Bruning (1984) argue that the absence of Zeeman broadening 
of the spectral lines from A Andromeda gives an upper limit of 8% for the 
filling factor for a strong magnetic field (B= 2000 G). Substituting v= 10 
km s -1 into Eq.(1) gives R , / R o  ranging from 4% to 8%, consistent with 
the upper limit of Marcy and Bruning. 

Note that the Stewart at al: model does not require the electron energies 
nor the surface magnetic induction to increase with stellar rotation. The 
model only requires the total energy (number of energetic electrons) for 
flares from late-type stars to increase in proportion to the volume of the 
magnetic trap. This raises problems for flare theories which already have 
difficulties explaining the rate and efficiency of acceleration of solar flare 
particles (see Melrose, these proceedings). 

(b) Slowly Vary ing  E v e n t s  

The dipole model has been extended recently by White etal. (1989) to 
include optically thick and thin gyro-synchrotron radiation from a non- 
uniform distribution of source electrons. For reasonable parameters for dMe 
flare stars the spectral index a can flatten or even become negative (when 
the source is completely optically thin). One might expect an optically thin 
source to arise during times of low-level flaring when a continuous supply of 
energetic electrons can escape outwards along magnetic field lines to higher 
and higher levels in the corona, where the magnetic induction is lower and 
the source region becomes more extended. This scenario may apply to the 
halo sources observed in RSCVn binaries by VLBI. Here the source size 
may be several stellar radii in extent, comparable with heights expected 
for closed magnetic field lines in helmet streamers (see Morris et al. 1990). 
The large-scale magnetic fields where the electrons are trapped can to a 
first approximation, be considered as a global dipole where the optically 
thin source will become moderately circularly polarized. Low-level polarised 
emission is often observed from RSCVn binaries with the sense of circular 
polarisation reversing between 1.4 and 5 GHz (Mutel et al. 1987). 

For some dMe stars there is evidence also that low-level enhanced radia- 
tion is due to optically thin gyro-synchrotron emission. One such example is 
AT Mic. Observations (from Large et al. 1989) are reproduced in Fig.2 and 
show a slowly varying emission with a negative spectral index (a < -1.0)  
between 0.84 and 1.5 GHz. 

From Eq.(8) of White et al. (1989) for optically thin gyro-synchrotron 
emission 
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Fig. 2. Flux densities of AT Mic measured in 1986 June. The vertical bars repre- 
sent la  uncertainties. The 12-hour duration of the Molonglo synthesis telescope 
(MOST) measurement is indicated by the horizontal bars. The VLA 30-minute 
observations at 1.5 and 5 GHz are plotted with a slight horizontal separation for 
clarity. 

S(mJy) = 10"62-°'178[m + n( -0 .2  + 0.96) - 3]-'NsB~-°'2+°'96r~dp-c ~ (4) 

Assuming a power law distribution of electrons, the observed spectral index 
corresponds to an energy spectral index 6 = 3. For a uniform (m = 0) 
density distribution (N5 = 105 cm -1 ), a surface field B = 1000 G, and a 
distance d=  8.2 pc, Eq.(4) gives a flux density S = 4 mJy  at 1 GHz for a 
dipole scale size of r9 = 10 l° cm, corresponding to a source size of ~ 1.0 
stellar radii. VLBI measurements at 1.667 GHz of a radio flare from YZ CMi 
(Ber~ and Alef 1991) show it to be 80% circularly polarized and associated 
with a source size of 1.7 stellar diameters. This may be another example of 
optically thin gyro-synchrotron emission. 

(c) C o h e r e n t  B u r s t s  

The gyro-synchrotron bursts described above axe chaxacterised by  being 
broadba~ad, showing a moderate degree of circular polaxization, and having 
a spectral index a _< 1. There is another type of emission at microwaves 
which is highly polarized, naxrowband, and often impulsive. It occurs from 
both dMe stars and t~SCVn binaries but  is more common from the for- 
mer. Light-travel-time arguments indicate that  the burst  brightness tem- 
peratures axe too high for incoherent emission. The most likely coherent 
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emission processes produce radiation at once or twice the electron cyclotron 
frequency or at twice the upper hybrid frequency, Mthough there are other 
ways of generating coherent emission in a plasma (see Kuijpers 1989 for de- 
tails). If the emission does occur at twice the cyclotron frequency then the 
frequencies at which these bursts are observed, usuMly between 1 GHz and 
5 GHz, give a measure of the maximum magnetic induction in the source 
region B ~ 1000 G. 

S u m m a r y  

Stellar radio flares show many resemblances to solar flares but are much 
more energetic. Both incoherent and coherent emission processes occur but 
the mos t  useful for modelling the stellar atmospheres at present are the 
intense gyro-synchrotron bursts. A relationship between radio-flare lumi- 
nosity and rotation indicates that the strong magnetic field regions on the 
stellar photosphere, which extend into the stellar corona where the radio 
emission occurs increase in size with rotational velocity. Equipment sensi- 
tivity restricts our detailed knowledge of stellar flares to a level comparable 
to that of solar flares about 20 years ago. 
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T H E  SOLAR-A MISSION E X P E R I M E N T S  A N D  T H E  T A R G E T S  

(Short Summary  of  the Talk) 

Yutaka UCHIDA 1 and Yoshiaki OGAWARA 2 

1Department of Astronomy, University of Tokyo 
2Institute of Space and Astronautical Science 

1. Introduct ion 

This paper is a short summary of the talk presented at the conference. Additional infor- 
mation can be found in reviews given elsewhere by the authors (Uchida and Ogawara, 
1991, Ogawara et al., 1991). Because data from the successfully launched satellite are 
becoming available at the time of writing, we present this summary for record and 
reference. 

2. The Solar-A Mission 

The Solar-A project* is a Japanese high energy solar physics project operated by 
ISAS ( = Institute of Space and Astronautical Science, with collaborations of the Na- 
tional Astronomical Observatory [NAO], University of Tokyo JUT], Kyoto University 
[KV], Nagoya University [NU], aikkyo University [av], etc..) with international collab- 
oration of US scientists supported by NASA (Lockheed Palo Alto Research Laboratory 
[LPARL], Stanford University [SU], University of California at Berkeley [UCB], and 
University of Hawaii [UH]), and UK scientists supported by SERC (Mullard Space Sci- 
ence Laboratory of University of London [MSSL], and related institutes). Overviews 
about the satellite and its payload can be found in Ogawara et al. (1991). 

The experiments on board Solar-A consist of (i) HXT, a Fourier synthesis hard 
X-ray imager (constructed by UT-NAO-ISAS) producing hard X-ray images with high 
time resolution, (ii) SXT, a soft X-ray telescope with a grazing incidence hyperboloid- 
hyperboloid mirror combined with a CCD detector, (constructed by LPARL-UT-NAO- 
ISAS) having much better temporal and spatial resolution, higher sensitivity, and re- 
duced scattering, as compared with the Skylab soft X-ray telescope, (iii) BCS, a high 
sensitivity Bragg crystal spectrometer (constructed by MSSL(RAL,NRL,NIST)-NAO) 
covering resonance lines of S XV, Ca XIX, Fe XXV, and Fe XXVI, and (iv) WBS, a 

* The satellite was successfully launched on August 30, 1991 from the Kagoshima 
Space Center, and renamed Yohkoh according to the ISAS system for the successfully 
launched satellite. "Solar-A" in the following should read as "Yohkoh" wherever it 
appears. 



310 

wide-band spectrometer (constructed by RU-ISAS-NAO) covering the spectral range 
from soft X-rays to gamma-rays. HXT and SXT are co-aligned, and have a built-in 
white light telescope sensing their positions. More detailed descriptions of each experi- 
ment and the parameters such as spatial and temporal resolutions etc. can be found in 
the Solar-A Special Issue, part of Solar Physics 136, 1 - 110 (Nov. 1991). 

3. Scientific Objec t ives  and  Mer i t s  of  Solar-A 

The scientific objective of the Solar-A mission is to investigate solar high energy phenom- 
ena with this coordinated set of instruments by providing greatly improved sensitivity, 
and spatial and temporal resolution, as compared with their predecessors. HXT will 
help in solving various problems related to the rapid, impulsive phase of solar flares, 
which have never before been imaged with such high resolution (spatial, as well as 
temporal). Also, the high spatial and temporal resolution of SXT will be valuable in 
determining the morphology of flares and their development over time. The wide dy- 
namic range due to the low scattering mirror, together with the high sensitivity CCD 
and fast rotating shutter-filter system controlled by the on-board CPU, will be essential 
in observing a wide range of objects, from dark pre-fiare loop structures to the brightest 
parts in strong flares. Since the most likely flare mechanism is thought to be related 
to the magnetic field, the knowledge about the pre-fiare loop shapes and their change 
with time, which represent the configuration of the magnetic field and its changes, will 
be vital in pursuing the origin of flares. 

The information about the temp@rature, as well as of the velocity, derived from the 
spectrometers of BCS will contribute to deciding the physical state and motion of the 
flaring plasma. Although BCS is spatially non-resolving, the presence of time correla- 
tions between BCS and SXT brightenings may allow us to identify the BCS sources and 
obtain information about the mass supply to the flaring regions. Temperature informa- 
tion, together with morphological information, can also be obtained from SXT, using 
different filter-shutter combinations. On the other hand, information about accelerated 
particles, both electrons and ions, derived from the spectral information provided by 
WBS, support the imaging observations of HXT. 

The white light aspect telescope, which is co-aligned with the hard- and soft X- 
ray telescopes, will solve the difficulties encountered in the past in the accurate inter- 
alignment of the X-ray images and images of ground-based observations. This is espe- 
cially important for the hard x-ray images in which previously no landmarks other than 
the flares could be seen. This will dramatically increase the reliability of the physical 
interpretations based on these hard- and soft X-ray images. 

4. Targets of  Observations of  Solar-A 

Targets for the soft X-ray observations with SXT and BCS are the regions heated to 
very high temperatures. For the hard X-ray observations with HXT and WBS these are 
locations where high energy particles are emitting bremsstrahlung in their interaction 
with ions. 

Hot plasma and high energy particles are produced, probably much more easily 
than has been ~hought, in violent dynamical processes in magnetic fields. Dissipation of 
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large amounts of energy in the rarefied plasma in the corona or transition zone on a short 
time scale will produce a region of very high temperature when the cooling time scale 
is much longer than the time scale of energy liberation. A violent disturbance in the 
magnetic field seems to inevitably produce high energy particles. Thus, several different 
categories of processes producing X-ray flares are possible. However, if X-ray emitting, 
high temperature regions are present in the corona, the footpoints of these regions will 
be heated and optical flares will result in more or less similar ways, constrained by the 
properties of the magnetic field (e.g. in the two footpoints of a loop structure). 

The targets of interest may be: 

(A) Development of Active Regions: 

(a) Possible differences in the X-ray loop configurations above "young and active", 
small spot groups and "established", large spot groups may be revealed. It is possible 
that the former are brighter and show more twists, indicating the presence of stronger 
electric currents flowing along the magnetic field lines. 

(b) What happens to the active region X-ray loops when two active regions come 
together and form a ~-type spot group which is intrinsically flare active? Do current- 
sheet type "barriers" form, preventing smooth reconnections on separatrix surfaces, and 
do these "barriers" disappear, allowing reconnection, when a flare occurs? 

(c) How are the mass and energy supplied to the active region loops? There is a 
possibility that weaker versions of loop flares discussed by Uchida and Shibata (1988) 
may be taking place in active region loops. The so-called active region loops may not 
be stationary, but may be an ensemble of loops appearing and disappearing, giving a 
similar outlook of the region statistically. 

(B) Flare Related Phenomena: 

(a) What happens immediately before the flare starts? This is of special interest 
since the pre-flaxe coronal loop structures will be visible by SXT, and since the X-ray 
loops represent magnetic connections which should change if, for example, magnetic 
reconnections occur. 

(b) When and where are the mass and energy injected into the flare loops7 Does 
not the dynamical process, seen as high temperature, large blue-shifted components in 
Ca and Fe lines, that occurs in some cases before the impulsive phase, represent the 
mass injection process into the flaring loops (Uchida and Shibata, 1988)7 

(c) Do simple loop flares and large arcade flares have a mechanism in common, or are 
they different? Since it seems that a large arcade flare starts from similar brightenings 
separated by the field reversal line, a large arcade flare is thought to consist of many 
loop flares. It seems, however, that a single loop flare does not show the same opening 
up-closing down process of the flux tube, as is supposed to happen in an arcade flare 
(~vestka and Schadee, 1983) 

(d) When and where does electron acceleration occur? Although the location of the 
particle dumping will be seen clearly by HXT, a more careful approach is necessary to 
pinpoint the acceleration region of particles. A thin-target source prior to the dumping 
of the accelerated particles should be sought and traced. It is more difficult spatially 
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and temporally to pin down where the ions are accelerated. Time-coincidence of the 
brightening of a certain point in the image with the enhancement in the WBS gamma- 
ray spectra may enable us to make a statement about ihis, though not firmly. 

(e) Detection of white light flares: the time-lapse subtraction of the pictures taken 
by the white light aspect telescope will improve the detectability of white light flares. 

(f) Detection of flare ejecta corresponding to sprays in Ha, flare blasts (MHD 
shock waves) corresponding to type II burst shocks and Moreton waves, and plasmoids 
corresponding to the moving type IV radio bursts, may be possible using SXT and 
HXT, intentionally looking at the dark background corona while a flare is in progress. 

(C) Dynamical Phenomena Not Necessarily Related to Flares 

(a) A search for the X-ray counterpart of Brueckner's jets in EUV, or surges in Ha 
can be made by SXT. 

(b) The X-ray counterpart of disappearances of quiescent filaments, related to low 
energy two ribbon flares in Ha, will be observable with SXT. Whether or not these 
filament disappearances actually open up the above-lying magnetic fields and reclose 
them causing low energy two-ribbon flares should be examined. 

(c) Coronal mass ejections will be one of the most attractive targets of SXT. SXT 
will be able to see the early launching phase of this mass ejecting process, and can tell 
whether the start of this is really earlier than the start of the related flare as Harrison 
(1986) claimed, or, to the contrary, starts from high up in the corona at a later time. 

(D) Solar Cycle-Associated Activities 

(a) X-ray bright points and their solar-cycle variations will form topics which are 
interesting from the point of view of magnetic behavior of the sun as a whole. 

(b) Observation of the whole-sun X-ray images over a long period will give us very 
important information about the overall solar activity. 

(E) Quiet Sun Features 

(a) Formation and evolution of quiet coronal loops may be studied by a long ex- 
posure, global image of SXT. The quiet coronal loops must also show formation and 
decay, and we should be able to pin these processes down. 

(b) Coronal holes are so-to-speak the "negative picture" of the quiet coronal region, 
and therefore, the behavior of the coronal holes can be studied as long as the faint coronal 
loops are seen as expected. 

(c) Five-minute oscillations of the sun, and possibly, the variation of the solar 
irradiance, will be observable by the white light aspect telescope. However, continuous 
data sequences of the entire surface are not guaranteed because the priority of the 
Yohkoh observations is given to flares and other X-ray emitting sources. 
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5. Schemes  of  Col laborat ion of  the Solar-A Team with  the Outs ide  Scientists  

We regard the ¥ohkoh collaboration with other ground-based observatories very vital, 
and would like to add some relevant information about our scheme of collaboration with 
outside scientists. 

Data: To do justice to the hard-working team members, the rights for the prefer- 
ential use of the data are given to the team members for the first two years after the 
launch, and 6 months thereafter for the newly acquired data. Then, the data is open to 
the solar research community through NSSDC. Collaborative research, either through 
coordinated observations or on a personal basis with the members, is encouraged as 
described below. 

Team Organization: A Steering Committee, called the Solar-A Science Commit- 
tee decides important matters concerning this Japan-US-UK trilateral project.(Contact 
address: Yohkoh Science Committee, Institute for Space and Astronautical Science, 
Sagamihara, Kanagawa, 129 Japan. Chairman of the Committee: Y.Uchida, 
[yuchidaQsolar.st anford.edu] ). 

Collaboration with Outside Scientists: Coordinated observations with ground- 
based observatories can be arranged by contacting the above Committee well ahead 
of time, after January, 1992. Collaboration on a personal basis is also acceptable with a 
report to the above Committee from the research counterpart inside the Team. NASA 
plans a Guest Investigator program starting two years after the launch. 

Newsletters: The Solar-A Team plans to publish a Newsletter providing the solar 
research community with some information like the list of flares Yohkoh observed, the 
predicted time of Yohkoh observation in the next week, etc. This Newsletter will be 
posted on an Email Bulletin Board set up at a workstation in ISAS. Details will be 
announced through Solarmail as soon as circumstance allows. 
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N o b e y a m a  Radiohe l iograph  

Shinzo Enome 

Nobeyama Radio Observatory Minamisaku, Nagano, 384-13 Japan 

Abs t rac t :  A new dedicated radioheliograph, or a tee-shaped interferometer, is 
under construction at Nobeyama by the solar radio astronomy group during fiscal 
years 1990 and 1991. It will be used to obtain images of active region magnetic 
fields during solar flares by observing microwave radiation through the mechanism 
of gyro-synchrotron emission. The observation frequency is 17 GHz, the spatial 
and time resolutions are 10 arcsec and 50 msec, respectively. It is scheduled to be 
completed by March 1992, the end of the fiscal year 1991 and to go into full-scale 
routine observations in the summer of 1992. The major performance characteris- 
tics, the current status of construction and expected programs of observations are 
briefly described. 

1 Objectives 

The primary objective of the Nobeyama Radioheliograph will be the obser- 
vation of the magnetic field geometry of flaring regions on the Sun, allowing 
the identification of different configurations (such as single loop or multi- 
loop geometries), the location of the acceleration site (near the loop top or 
loop footpoint), and determination of the coincidence or displacement of 
microwave sources with respect to X-ray sources or H-alpha kernels. Obser- 
vations of the birth and evolution of active regions, another objective to be 
pursued by the Nobeyama Radioheliograph, will give us new insight into en- 
ergy build-up and pre-flare activities. The Nobeyama Radioheliograph will 
further make it possible to discriminate low-contrast or faint structures on 
the solar disk such as dark filaments, bright points, coronal holes, and other 
large-scale structures. It is essential that  all these observations are con- 
ducted by a dedicated machine to achieve unprecedented uniform sampling 
of every form of solar activity with high spatial and temporal resolutions of 
10 arcsec and 50 msec, respectively. 
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2 Requirements, Design and Performance 

In order to realize the above objectives, requirements for the new instru- 
ment, which will determine the performance of the total system, have been 
formulated, constrained by technical feasibility and design goals. Since these 
issues have been discussed elsewhere (Enome, 1991) in some detail, we will 
restrict ourself to brief descriptions here. 

The requirements are summarized as follows: 
1) The Nobeyama Radioheliograph is a dedicated instrument for solar 

observations. Since the Sun is the best-known variable star, it is imperative 
to continuously monitor its variabilities and activities with an instrument 
devoted specifically to this purpose. 

2) The Nobeyama Radioheliograph is to have full-Sun field of view, is 
an important performance element for a dedicated instrument. 

3) The frequency of observations is selected to be 17 GHz. This is based 
on 15 years of experience at Nobeyama, which guarantees us a satisfactory 
noise environment and spectral characteristics of solar bursts in the optically 
thin domain at this frequency for most cases (Kosugi et al., 1988). In order 
to obtain spectral information and high spatial resolution for bursts, simul- 
taneous observations at 34 GHz are prepared using a frequency-selective 
surface for the subreflectors. This technique has been shown feasible very re- 
cently by our group and is now ready for installation. (Irimajiri and Taka~o, 
1991). 

4) The new instrument should achieve the best possible performance, 
within various limitations, with respect to space-time resolution, position 
accuracy, image quality and polarization capability. It is also extremely 
important to have the radioheliograph system equipped with a high-speed 
computer system, which will enable us to obtain well-processed radio images 
of Sun within a reasonable time after the observations are made, i.e., in 
quasi-real-time. 

The major characteristics of the Nobeyama Radioheliograph are sum- 
marized below. 

Array Configuration: A Tee-Shaped Array 
Observing Frequency: 17 GHz (and 34 GHz in preparation) 
Bandwidth: 40 MHz 
Antenna Diameter: 80 cm 
Number of Antennas: 84 
Fundamental Antenna Spacing: 1.528 m 
Maximum Baseline Lengths: 488.96 m (EW) and 220.03 m (NS) 
Field of View: 40 arcmin 
Spatial Resolution: 10 arcsec 
Image Quality: 100:1 (Snap Shot) 1000:1 (Synth. Mode) 
Sensitivity: 10 msfu (Snap Shot) 
Observation Time: 6 hours/day 
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Overall Phase Stability: 5 degree/6 hours 

A brief remark should be made about the phase stability of the interfer- 
ometer. Element antennas are arranged in a configuration of a superposition 
of multiple grating arrays of harmonic spacings with ample redundancies. 
This enables us to deduce complex phase errors of individual antennas using 
a self-calibration technique applied to regular solar observations (Nakajima 
et al., 1980). To achieve the desired results, we must pay careful atten- 
tion to phase stability of the  system in the front end receivers and in the 
transmission lines. 

3 Current Status and Schedule 

Currently (October, 1991), we are in the final stage of the second fiscal 
year. The overall schedule of construction of the system follows the time 
table planned initially. The observation building will be completed shortly, 
followed by the installa.tion of the intermediate frequency receivers, the back 
end receivers or digital correlator sub-system, and in early December the 
computer sub-system, which will be tuned as individual sub-systems by the 
end of December, 1991. Adjustment of the total system will start in early 
January, 1992, in order to obtain correlation outputs within a period of three 
months. If the number of correlations is large enough, it will be possible to 
obtain a radio image of the Sun, or at least, a quasi-image of the Sun by 
the end of March, 1992. 

4 Observation Programs  

Several months of preparations of the software system are required to en- 
sure fuU-scale routine observations after we obtain correlation outputs.  It 
is planned, therefore, to start cooperative observations in August with the 
solar observation satellite Yohkoh (or SOLAR-A), which will give us an 
enormous amount of high quality data for solar flaxes and active regions. 

Joint and open use of the Nobeyama Radioheliograph or its data sets 
is being considered with domestic and foreign members of the solar physics 
community. 
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5 Concluding Remarks 

About one year ago, or in November last year, we held a Nobeyama sympo- 
sium on the Radioheliograph to introduce the design, performance and plan 
for the system and a schedule to bring together sixty participants among 
which we intend to invite more than a dozen scientists from abroad. We are 
now planning to propose a second Nobeyama symposium to convene in the 
au tumn of 1993, just before or after the General Assembly of URSI to be 
held in Kyoto, Japan. 
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Decimeter High Resolution Solar Radio Spectroscope 

H.S. Sawant, J.R.A. Sobral, J.A.C.F. Neri, F.C.R. Fernandes, 
R.R. Rosa, J.R. Cecatto and D. Martlnazzo 

Instituto National de Pesqulsas Espacials - INPE, Divlsao de Astrof~sica 
Sao Jose dos Campos, SP, Brasil 

High sensitivity (8 ~ 0.8 s.f.u.), high time (I00 msec), frequency (300 - 3000) KHz 

resolution decimeter spectroscope operating at present in the frequency range of 

(1600 ~ 50) MHz has been put into operation in Sao Jose dos Campos at the National 

Space Research Institute, Brazil. Finally, this spectroscope will be operated over a 

frequency range of (200 - 2500) MHz. However, in high resolution mode, it will be 

operating over a frequency range of (fs ~ Af), ( Af will be selected in the range of 

(50 - 500) MHz or as desirable), where fs is the frequency selected in the entire 

range of band. At the same time, the entire frequency band Will be monitored with low 

resolution mode. Initial observations of this spectroscope at (1600 ~ 50) MHz, the 

details of spectroscope and future development plans (up to 1992) are presented. 

Introduction: 

The Space Science Division of INPE has initiated a programme of the development 

programme of a Declmetrlc (200 - 2500) MHz Spectroscope to operate in high 

time frequency resolution mode using a 9 meter diameter parabolic polar- mounted 

antenna in Sao Jos~ dos Campos, Brazil (Sawant and Rosa, 1990), To our knowledge, the 

only digital spectroscope covering wide frequency range (I00 - 3000) MHz is operating 

at present in the northern hemishpere with high time frequency resolution (Benz et 

al, 1991 and references therein). The spectroscope described here will have higher 

sensitivity and digital coverage for about fifty frequencies in the selected band of 

frequencies for observations. 

Instrumentatlon: 

Fig I shows the schematic diagram of the present operating system. The antenna was 

mounted in late 1990. In the month of Dec. 1990 and Jan. 1991 the antenna was tested 

for its electrical characteristics in a solar transient mode in various elevations 

using the Sun itself as a radio source. 

Fig 2a shows the observed half power beam width in horizontal polarization, at 1.6 

GHz, which is of the order of 1.5 ° , which is little more than expected (1.25°). This 

is because of the finite size of the Sun. This leads to the estimation of the antenna 

gain of about 42 db. Fig 2b shows the first solar bursts observed by this telescope 

immediately after the solar transient on llth Jan., 1991 and this was associated with 

type II, III GG, RS radio bursts (SGD number 559, Part I, 1991). 
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Fig I. Block diagram of the high time and frequency resolution spectroscope operating 
in the band of (1650 ~ 50) MHz. 

Fig 2a. Half power beam width of a 9 meter diameter antenna at 1.6 GHz. 2b. First 
solar burst observed at 1.6 GHz with this radiometer immediately after solar 
transient. 

Noise figure of the amplifier is 3 db. Gain of the total system is 120 db and dynamic 

range is of the order of 30 db. Table I shows the minimum detectable flux for various 

combinations of time and frequency resolutions. So far we have observed with this 

system for about 300 hours. Real observed interference in this frequency range lasted 

only a total of 15 minutes at satellite frequencies around 1.6 GHz. Various types of 

burstsshowing frequency and time structures to the limit of our resolutions have 

been observed and are under detailed investigations. Fig 3 shows the dynamic spectra 

of the solar activity observed on 29th May, 1991 and associated patrol record. Some 

of these bursts have shown high frequency drift rates. 

Table I 

S e n s i t i v i t y  (s.f.u.) 

Hand of ~ 50.6 ~ 16.8 ~ 5.0 ~ 1.6 I00 Time 
O b s e r v a t i o n  -{- 50 R e s o l u t i o n  

( M i l z )  ~ 3 5 . 8  ~ 1 1 . 8  ~ 3 . 6  - 1 . 2  2 0 0  ( m s e c )  

F r e q .  R e s o { u t i o n  (Kl|z} lO0 300 lO00 3000 
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Fig 3a. Dynamic spectra of solar bursts observed on May 29th, 1991. The bursts 
indicated by letters D and G, each lasting 2 sec~ show positive drift rates. The 
bursts indicated by letters A, B, C, E, F, H and I are of longer duration, 5 sec. 
Between the points marked E and F, the attenuation was 1 db mode. 

Future Plans: 

Fig 4 shows the block diagram of the system that will be put into operation in 1992. 

It will be operating over a band of (50 - 500) MHz with time resolution of (25 - 

i00) msec and frequency resolution of (i000 - 3000) KHz, at any selected center 

frequency, preferably above I000 MHz, almost simultaneously in right and left hand 

circular polarization. Recording will be done on the film and at least 50 frequencies 

will be digitized, since structures in frequency of less than i0 MHz are rarely 

observed above I000 MHz (Benz, personal communication). Finally, two systems will be 

put into operation, one operating over entire band with conventional patrol mode 

resolutions and another with a high resolution mode system as described in this 

report. 
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Fig 4. Block diagram of the high time resolution spectroscope and polarlmeter that 
will be put into operation in 1992. 
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Cons iderat ions  of  a Solar Mass  Ejec t ion  Imager  
in a Low-Earth  Orbit  

B.V. Jackson  1, D.F.  Webb 2, R.C.  Al t rock  3 and  R. Gold  4 

1 Center for Astrophysics and Space Sciences, 
University of California at San Diego, La Jolla, CA 92093, USA 

2Institute for Space Research, Boston College, 
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SPhillips Laboratory/PHS, National Solar Observatory/Sacramento Peak, 
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4Johns Hopkins University, Applied Physics Laboratory, 
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Abstrac t :  We are designing an imager capable of observing the Thomson scattering signal from 
transient, diffuse features in the heliosphere[1]. The imager is expected to trace these features, 
which include coronM mass ejections, co-rotating structures and shock waves, to elongations 
greater than 900 from the Sun from a spacecraft in an ~800 km Earth orbit. The predecessor of 
this instrument was the zodiacal-light photometer experiment on the HELIOS spacecraft which 
demonstrated the capability of remotely imaging transient heliospheric structures [2]. The 
HELIOS photometers have shown it possible to image mass ejections, co-rotating structures and 
the density enhancements behind shock waves. The second-generation imager we are designing, 
would have far higher spatial resolution enabling us to make a more complete description of 
these features from the Sun to 1 AU. In addition, an imager at Earth could allow up to three 
days warning of the arrival of a solar mass ejection. 

1 Signal Levels and N u m b e r  of Photons  

Because the signM levels present from the features to be measured are small compared to 
the solar brightness, the Solar Mass Ejection Imager (SMEI) must be designed carefully 
to eliminate unwanted stray light and other sources of unwanted brightness. Table 1 
estimates the signal levels expected for various phenomena at 1 AU. The brightnesses 
of coronal mass ejections (CMEs) and streamers were derived from features traced 
outward from the Naval Research Laboratory (NRL) SOLWIND coronagraph to the 
HELIOS photometer field. For CME brightnesses the assumption is that the CME in 
question moves outward from ,,~0.3 to 1 AU at constant velocity and without dispersion. 
Shock brightnesses were estimated from the in , i tu  plasma density enhancements behind 
shocks observed from the HELIOS spacecraft [3] and assumed to be viewed at 60 ° and 
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90 ° from the Sun-spacecraft line. A more complete description of these calculations is 
given in [4]. Signal levels in the following table are given in terms of "S10 units" which 
are equivalent to the flux of one tenth magnitude star per  square degree. 

TABLE 1 Signal Levels Expected at 1 AU 

Feature 

1 0 , m  

Signal Signal 1,~ 
Elongation Intensity Duration 
(degrees) (Sl0) (days) 

Bright CME 60 3 1.5 
90 2 1.5 

Bright streamer 60 2 1 
90 1 1 

Bright shock 90 1-2 0.5 

Major unidentified 60 3 2 
in-situ fluctuation 90 2 2 

Comet shock 20 3-10 0.1 
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Fig. 1. The brightness of various signals 
that will be observed by the imager versus 
elongation at 1 AU. 

The Thomson-scattered coronal light must be detected in the presence of background 
diffuse light from many sources: scattered light from bright sources such as the Sun, 
Moon, or Earth; the zodiacal light and Gegenschein; and the stars, either individually 
as bright point sources or collectively as a contribution to the diffuse sky brightness. 
Figure 1 is a plot of estimates of the brightness contributions from these signals to be 
observed from an Earth-orbiting SMEI at different angular distances (elongations) from 
the Sun. 

The ultimate limit of diffuse-light sensitivity should be set by photon counting statis- 
tics; this limit depends upon the optics and scanning configuration, spectral bandpass, 
and total detector efficiency. The total detected photon count N can be approximated 
as in [5] by 

log N = 6.65 - 0.4mv + 2logD + log(At) (1) 

where mv is the equivalent stellar visual magnitude, D the aperture (diameter) in cm, 
and At the integration time in seconds. The background sky brightness varies roughly 
over the range 100-6000 S10 units between the darkest sky and the ecliptic plane at solar 
elongations >20 °. If we presume that D = 1.43 cm (the size of a one-half inch square 
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aperture as in a design for the WIND spacecraft [6]) and At = 1 s, then from equation 
(1) we obtain 920 photons available per given 1 ° square degree brightness of 1.0 S10 
unit ( m y  = 10). Detector bandpasses and instrument quantum efficiencies further limit 
the number of photons which can be detected. 

In general, the signal-to-noise ratio of the instrument will be limited by integration 
times, viewed area of sky, and the size of the aperture. If the spacecraft gathers only 
a tiny fraction of the necessary counts to detect a signal in the darker areas of sky on 
a single pass, then we conclude that we must count photons with our detectors. The 
WIND imager design intended to use photon-counting image intensifiers to do this. The 
limit of the signal to noise for a stable photon-counting instrument is purely statistical; 
how many detected photons are necessary to measure the signal above the far brighter 
zodiacal light background. If longer times are spent on any given section of sky, such as 
with a slowly rotating low-Earth orbiter, then many signal photons can be present in 
each pixel. It then becomes possible to use a CCD detector that integrates the incoming 
photons to build up a sufficient signal above a statistical noise readout level as well as 
detect the signal above the zodiacal-light background. 

2 T h e  P r e f e r r e d  S p a c e c r a f t  a n d  O r b i t a l  Configuration 

Fig. 2. Orbit of a typical Sun-synchronous satellite (gam - 9pm). The spacecraft orbit is 
circular at ~800 km above the surface of the Earth and maintains its relation with respect to 
the Sun-Earth line. 

Although the Solar Mass Ejection Imager instrument could be designed for successful 
operation on nearly any spacecraft, one of the simplest and most effective configurations 
would be on a near-Earth orbiting zenith-nadir pointing spacecraft. From such an orbit, 
the brightest objects to be eliminated from the instrument view are 1) the Sun, 2) the 
Earth, and 3) the Moon. From low-Earth orbit the Earth can be nearly as bright as 
the Sun and covers nearly 180 ° of the sky. Figure 2 gives a schematic of the SMEI 
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instrumentation in a typical polar Sun-synchronous orbit. Although the most simple 
orbit for the imager would be a terminator orbit (a 6am - 6pm one), we depict a 9am - 
9pm orbit, more typical of DMSP-type orbits. Figure 3 gives one layout of the proposed 
instrumentation for the mass ejection imager front end to be operated in an ~800 km 
orbit. 

ZENITH 

SMEI BLOCK DIAGRAM 

! UNIT 1 

I -g'-'" 

Fig. 3. Schematic of the proposed spacecraft Solar Mass Ejection Imager front end; baffles, 
optics and electronics. 

3 Background Signals from Zodiacal Light, Stars and Other 
Sources of Low-Level Light 

Low-level sources of light from the cosmos such as zodiacal light and the Milky Way 
are generally brighter than the variable Thomson scattering signal we wish to detect. 
We must be able to subtract these signals from the background, or at least keep them 
constant from orbit to orbit. The zodiacal light appears to be unchanging and smoothly 
varying from the HELIOS deep-space orbit to levels near the lower levels of brightness 
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to be viewed by the imager. By determining the pointing direction for each pixel it 
will be possible to remove this unwanted source of background light either by means 
of a lookup table, a mathematical algorithm, or by assuming an unchanged value from 
previous orbits. Stars can be dealt with in the same way. However, because stars are 
point sources of light, the positions of each pixel boundary will necessarily need to be 
accurately known (within ~0.1 °) to eliminate their brightnesses from the record. 

3.1 Zodiacal Light and the Gegenschein 

The Zodiacal Light brightness approximately follows the plane of the ecliptic (Figure 1). 
In principle, this source of background light should present no problem for the imager 
as long as its signal, which is far brighter than the Thomson scattering signal, does not 
statistically overwhelm the faint signal we wish to detect, or saturate the imager. 

We are extremely fortunate that the HELIOS spacecraft has provided a working 
model for the Solar Mass Ejection Imager. A hypothetical small percent variation in the 
zodiacal cloud at the spatial or temporal scales of features we wish to detect might mask 
their signal. This is not the case for the HELIOS spacecraft to approximately 1 $10 unit. 
We presume that at the spatial and temporal scales of heliospheric brightness changes 
the zodiacal cloud remains smooth and temporally non-varying even below this level. 
Gegenschein light, thought to be due to backscatter from the zodiacal cloud, is present in 
the direction opposite the Sun and should not interfere with a sunward-looking imager. 

3.2 Star l ight  

Starlight in general is present as discrete sources of light. However, the brightnesses of 
stars are comparable to 119 $10 units in all directions [7] (Figure 1). There is approxi- 
mately one 8th magnitude star in every square degree. Certain portions of the sky are 
brighter than others and may present certain problems for the imager. These include the 
Milky Way and other large diffuse objects such as M31 and the large and small Magel- 
lanic Clouds. Some imager pixels may contain a bright or variable star that overwhelms 
the Thomson scattering signal at that solar elongation. These "bad" pixels will need 
to be identified and removed from the record on each orbit. If the option is available 
to transmit all the data to the ground, as is presumed possible from most low-Earth 
orbiters, then the on-board spacecraft electronics becomes simpler to construct than for 
spacecraft in high orbits. The necessary algorithms, if needed, can be developed and 
adjusted once the data are on the ground. 

3.3 A u r o r a l  Light and the Geocorona 

Light from aurora on rare occasions has been reported as high as 1000 km above the 
surface of the Earth [8]. Auroral light intensities vary greatly with geomagnetic latitude 
and solar activity, so that at times these emissions could be visible from the mass 
ejection imager. To determine the extent to which auroral intensities could be present, 
we note that measurements of the brightest aurorae from the ground at the zenith can 
be ,-,4x103 rayleighs for the HZ and similar wavelength lines at geomagnetic latitudes 
of ~65 ° [9]. One S10 unit equals 0.0036 rayleighs/~-1 [7]. For the solar mass ejection 
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imager which is sensitive over ,~3000/~, 1 S10 unit ,.~ 0.0036x3000 = 10.8 R. Thus, one 
auroral line within the wavelength range of the instrument could be as bright as 370 S10 
units, and total brightnesses from the many spectral lines of brightest aurorae of several 
thousand $10 units when observed from the ground. However, we expect this light to 
be negligible above 800 kin. This is because to first order the brightness of auroral light 
will decrease with molecular density. The integrated fraction of molecules above 800 km 
relative to that over a 20 km column from 120 to 140 km (the height of normal auroral 
formation ) is ~10 -4 [9]. Following this argument, to be brighter than 1 S10 unit above 
800 km, an aurora would have to be as bright as 104 S10 units when observed from the 
ground. Typical brightnesses of the brightest aurorae above 800 km should thus seldom 
become greater than 1 S10 unit. If such aurorae exist over time intervals short relative 
to successive orbital passes of the spacecraft, they could interfere with the operation 
of the mass ejection imager, but only in the darkest parts of the heliosphere at very 
specific positions relative to Earth's geomagnetic equator. 

The geocorona has been detected at various wavelengths, but especially in hydrogen 
Lyman radiation as a glow in the direction towards the Sun [10]. Typical brightnesses 
of the geocorona in Balmer a emission (6563/~) are known to be as great as 20 rayleighs 
or as bright as ~2.0 $10 units. The brightness fall-off with height above the surface 
of the Earth is unlike aurorae in that the geocorona is brightest at heights of >10 a 
km. This emission, if included in the imager bandpass, could contribute a background 
comparable to the signal photons observed by the solar mass ejection imager at 90 ° 
elongation and greater. However, the geocorona to first order remains approximately 
constant relative to solar elongation and is brightest towards and to the west of the Sun 
[11]. The relative invariability of the geocorona at a given solar elongation on the time 
scales of mass ejections implies that this source of brightness should pose no problem 
for an Earth-based imager, especially if Balmer a is not included significantly in the 
instrument bandpass. 

3.4 R a m  Glow and  O t h e r  Spacec ra f t -P roduced  I l l umina t i on  

Ram Glow is a low-level light source which forms a comet-like halo and tail near a 
spacecraft in low-Earth orbit. The glow is caused by many different sources [12] in- 
cluding: 1) a concentration of the ambient gasses which peak in the ram direction, 2) 
outgassing from the spacecraft, 3) leakage, 4) venting and 5) thruster firings. In visi- 
ble light from low-Earth orbit some of the constituent molecular glows are significantly 
above the --~100 S10 unit zodiacal light background at 90 ° elongation. The amounts of 
this glow vary from spacecraft to spacecraft. Extrapolating from Shuttle measurements, 
at heights below 400 km the glow rivals or can be greater than the background zodiacal 
light. If the source of this light were to vary, it could cause significant problems for the 
imager at these heights. With the possible exception of sources on the vehicle such as 
emissions from other experiments, these sources of light extrapolate to well below the 
level that could cause a detrimental effect on the imager at the 800 km orbit. 
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4 C o n c l u s i o n s  

We envision a imager capable of tracing solar mass ejections and other heliospheric fea- 
tures from near the Sun out to the orbit of the Earth. Such instrumentation would have 
the capability of forecasting the arrival at Earth of these features in real time. Results 
from the HELIOS spacecraft have demonstrated that such instrumentation is feasible, 
and they also give limits on the signal to noise required for such instrumentation. Al- 
though several instrument designs are possible depending on the type of spacecraft and 
its orbit, most of our preliminary designs depend upon the rotation of the spacecraft 
to scan the sky. Such an instrument will compile an image in a plane parallel to the 
spacecraft rotation axis. In the case of an instrument in Earth orbit on a nadir-pointing 
vehicle, this rotation is provided by the orbital motion. 
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AN O B S E R V A T I O N A L - C O N C E P T U A L  M O D E L  OF T H E  F O R M A T I O N  OF 
F I L A M E N T S  

(Extended Abstract) 

Sara F. Martin 

Big Bear Solar Observatory, Solar Astronomy 264-33 California Institute of Technology 
Pasadena, CA, USA 

Examples of the formation of filaments are analyzed from high resolution H-alpha filtergrams 
from the Big Bear Solar Observatory, the U.S. National Observatory at Sacramento Peak, the 
Ottawa River Solar Observatory and the Udaipur Solar Observatory along with line-of-sight 
magnetograms from the Big Bear Solar Observatory and the U.S. National Observatory at Kitt 
Peak. 

It is deduced that the magnetic field in the environment of filaments has a rotational con- 
figuration that requires depiction in three dimensions and looks like a 'rotational discontinuity' 
(Spreiter and Alksne, 1969, Reviews of Geophys. 7, 11), a magnetic field geometry that is also 
commonly observed in the plasmas of the interplanetary medium at some interfaces between 
oppositely-directed magnetic fields. Evidence for this magnetic field configuration in the envi- 
ronment of filaments comes from the asymmetric rosettes and patterns of the fibrils adjacent 
to the filaments, from the direction of the structure within and under the filaments, and from 
the deduced direction of the magnetic fields adjacent to the filaments as they are forming. The 
directions of motion of the magnetic fields adjacent to the filaments reveal that the assymetry of 
the rosettes and direction of the fibrils is not due to the flow pattern of the photospheric mag- 
netic fields adjacent to the filaments. Instead, the asymmetry of the rosettes and patterns of 
the fibrils are related to the local direction of the magnetic fields in and around the filaments as 
previously interpreted by Foukal (1971, Solar Phys. 19, 59). Immediately adjacent to filaments, 
the magnetic field lines from the rosettes are inclined from vertical in planes approximately 
parallel to the sides of the filaments; they are also inclined in opposite directions from vertical 
on the two sides of the filaments. In general, the inclinations of the field lines around and in 
filaments are: (1) in the same general direction as the fibrils that appear to stream from the 
core of the rosettes or adjacent plage, (2) greatest adjacent to the filaments, decreasing with 
increasing distance from the sides of the filaments, and (3) 90 degrees (horizontal) in the filament 
channel. Recognition of this pattern of inclined magnetic fields in the environment of a filament 
as being like a 'rotational discontinuity' brings new information for consideration in modelling 
the formation of filaments. 

The formation of the filaments coincides with the observed convergence, encounter, and 
cancellation of knots of magnetic flux of opposite polarity in a polarity inversion. It is hypoth- 
esized that the horizontal magnetic fields in the coronal part of the polarity inversion increase 
simultaneously with the cancellation observed in the line-of-sight magnetograms. It is further 
hypothesized that these changing magnetic fields occur simultaneously due to a slow type of mag- 
netic field reconnection whose point of initiation is at or near the photospheric/chromospheric 
interface and between the oppositely-inclined and opposite polarity magnetic fields which have 
converged together from the two sides of the filament channel. This proposed configuration of 
reconnection would result in the conversion of pairs of oppositely-directed field lines into single, 
nearly horizontal field lines which rise into the corona, coming to equilibrium as additional field 
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lines in the horizontal, coronal region of the polarity inversion (which would correspond to the 
middle of a rotational discontinuity). Mass concurrently accumulating in the horizontal part 
of the polarity inversion, eventually reaches a density and temperature which allows it to be 
detected as a filament. By means of the proposed reconnection, magnetic and kinetic energy 
are extracted from regions close to the photospheric-chromospheric interface and stored in the 
chromospheric and coronal parts of the polarity inversion. The energy stored within the coronal 
part of the polarity inversion is then available for subsequent release in dynamic coronal events. 

This research was supported by the U.S. Air Force Office of Scientific Research under grant 
AFOSR 90-0006. 
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D Y N A M I C S  I N  T H E  P R O M I N E N C E - C O R O N A  T R A N S I T I O N  R E G I O N  
FROM HRTS S P E C T R A  

Schmieder B. x, Dere K.P. 2, Wiik J.E. 1,s 

lObservatoire de Meudon, DASOP, F-92195 Meudon Principal Cedex, France 
2 NRL, Washington DC-20375, USA 

s Institute of Theoretical Astrophysics, Pb 1029 Blinderu, N-0315 Oslo 3, Norway 

Abstract 

Line profiles of UV emission lines between 1206~ and 1670~ observed in two promi- 
nences with the High Resolution Tdescope and Spectrograph (HRTS) are analysed. 
Spectral lines in this region of the solar spectrum such as C I, Fe II, Si IV and C IV, 
provide information on plasmas in the 10 000 K to 200000 K range. In the active 
prominence observed with HRTS-1 a good correlation is found between the intensities 
and velocities of different lines formed over a range of temperatures. On the contrary, 
poor cross correlation between the velocities observed in plasmas of cold temperatures 
indicates the presence of different structures in the SL2 prominence. Microturbulent 
velocities from 0 to 25kin s -1 are found in both prominences. 

1 I n t r o d u c t i o n  

Prominence environements have been under investigations the last couple of decades. A 
large amount of data has been available for this purpose from the many rocket flights and 
the shuttle mission carrying the High Resolution Telescope and Spectrograph (HRTS) 
instrument. Its spectral range covers UV emission lines between 1206./~ and 1670• 
corresponding to plasmas of temperatures in the 10 000 K to 200 000 K range. 

We examine data obtained during the first rocket flight of the instrument (HRTS-1) 
in 1975 and during operations aboard the Spacelab-2 mission (SL2) in 1985. The inter- 
action of the cold prominence plasma with its hotter surroundings is stiU an unknown 
problem which concerns the problem of formation of prominences. The HRTS-1 and 
SL2 data are appropriate for studying the prominence-corona transition region where 
the temperature rises from 104-106 K. 

We use the wavelength moments of the profiles (Deree t  aL, 1984) to determine 
the variation of line-of-sight velocity and micro-turbulence with height and temperature 
in the prominences. Ha  observations made at Meudon provide the topology of the 
prominences and are used as reference for the SL2 slit pointings (Figure 1). 

2 P r o m i n e n c e  l ine-of-sight  and non - the rma l  veloci t ies  

2.1 HRTS-1,  Act ive  P r o m i n e n c e  

The presence of emission lines from C IV, N V and O IV (1.0-1.5 • 105K) indicates 
a hot transition region around the prominence. We find a good correlation between 
the intensities, the velocities and the width of lines of different temperatures (Figures 
2a and b). Thus, we see the same structures in the different lines. We estimate the 
structures diameters to a FWHM of -.~ 1.5". For the lines formed at T around 10SK we 
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5 7 9 14 16 

Figure 1: Ha image of the quiescent prominence observed with SL2. Some slit pointings 
are indicated. Meudon Observatory. 

find an average micro-turbulent velocity of 20km s -z , in good agreement with previous 
results (Vial et al. 1980). For lines formed at temperatures above 10SK lower values are 
derived (Table 1, Figure 4). Similar results have been obtained for these lines before 
in quiet and active regions although there is a possibility that it may be due to the 
generally low intensity of these hotter lines. The maximum micro-turbulence as well as 
the line-of-sight velocities occur near the top of the prominence. 
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2.2 SL2, Quiescent  Prominence  
We have examined the behaviour of two lines (Si II, C IV) in several slit pointings, 
N, out of 17 available. Three of these are presented: foot (position 5), bright point 
(position 7), and arch (position 9). We find good correlation between the intensities of 
Si II and C IV, but poor correlation between the velocities of these lines (Figures 3a-d). 
Cross correlations between the velocities observed in plasmas of different temperatures 
indicate the presence of different structures. The non-thermal velocities are low in all 
parts of the prominence, less than 10km s -1, except in the bright point observed in 
C IV near the limb in position 7 (Table 2). This bright point could be the signature of 
reconnection. An enhanced intensity at this location is also visible in other lines. We 
find a line-of-sight velocity less than 10kin s-* in the arch and in the footpoints. 

/ ~ . , .  J 

0 . . . . . . . . .  " " 1 
~n 

~ o  ° ,. ', 

~ 0 -- 
O 

I/ C IV foot 5 
0 v-4 0 """ "'";',.. : '" ",., . , . , . . . . . . , . . , , ,  , . .  , . . . . , . . . . .  ,. ,. 

a 50 100 150 200 

''- j 

? 

. / "  

? 
, , , I , , r r I * r , , I , I 

b 50 100 150 200 

0 
Cq 

0 

~n 

~D 

~-~ 0 

0 
C Q  

0 

I . . . . . . . . .  

/ .~"  - -  .%, 

..... / l" '~ i , \  "~ 

f"'""*'........... 

'.... '" "" " ' , . '"" """ •" "-. . . . . . . . . . . . . .  

, , , f , , , , I , , , I t t r r l 

60 100 150 200 

Si iI_ ~rch J o 

I 
:,n 

uo 

o ..t" ''.I " ," ", 

o? 
0 

Si I I  foot 5 :~ 
0 - - . - " ' ' " " ' " ' " ' .  " / ' " ' ' ' ' " ' " ' " "  " ' "  " "  

i 

, , .  ,, . / ,  

" " "  ? 

C Number of pixels (0.5 aresec/pixel) 

] 
] 
] 

, ~ , , I T , , , I , r , , , r , r I 

50 100 150 200 

d Number of pixels (0.5 aresec/pixel) 

Figure 3 : S L 2  a and b) C IV (~,1548.~) intensity (a) and velocity (b) versus height. 
c and d) Si II (added ~i526 and 1533A) intensity (c) and velocity (d) versus height. 



336 

I 

0 

0 

;:> 
o 

0 
0 

0 0 

A 
A 

A z~ 
0 

A A 

( ~  i i i i f t T r [ 

10 4 i0 5 

T e m p e r a t u r e  (K) 
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I o n  

h 
Fe II 1442. 
C II 1334. 
C II 1335. 

Si III 1206. 
Si IV 1393. 
Si IV 1402. 
O III 1666. 
C IV 1548. 
C IV 1550. 
O IV 1401. 
N V 1238. 

Temp. 
K 

2.104 
3.104  

4 .104  
5- 104 

8 • 10 4 

9 .10 4 

13 • 104 
15 • 104 

NTV 
~ m  8 - 1  

17 4-10 
20 ±4 
22 4-5 
20 4-4 
21 4-5 
17 4-5 

8 ±4  
24 ±6 
21 4-5 

9 4-4 
8 ±5 

Table 1 HRTS-1; Observed NTV 

Ion N Temp. 
K 

Si II 5 2.104 
7 
9 
14 
16 

C IV 5 9 .104 
7 
9 
14 
16 

NTV 
~ 7 ,  8 - 1  

5 4-2 
6 +2 
0 
5 +3 
5 ±2 
7 4-3 

17 4-6 
6 4-3 
9 ±4  

12 4-6 

Table ~ SL2; Observed NTV 

3 C o n c l u s i o n  

The behaviour of these two prominences is different related to their temperatures and 
their velocities. This implies that their physical conditions are certainly different. Before 
making any general conclusion on the prominence-corona transition region, we need to 
know the topology of the observed prominences and their general evolution. Good 
spatial and spectral resolution are required. 
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A C ~ V E  REGION CLASSIFICATIONS, COMPLEXITY, AND FLARE RATES 

P. L. Bornmann and D. Shaw 
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The Mclntosh active region classifications (McIntosh 1990 and references therein), 

which are reported for each active region on the solar disk, are used by the NOAA Space 

Environment Laboratory to forecast solar flares. These forecasts are based on the average 

number of flares produced per day for each of the original 63 classifications, as compiled by 

Kildahl (1980). Because these forecasts currently require an estimate of each region's 

evolution over the next several days, the TELSAR (Tracking and EvoLution of Solar Active 

Regions) project was started to provide statistical information on the evolution of active 

regions through the McIntosh classification system. The first results of this project 

(Bornmann et al. 1991) traced the evolution of over 1000 active regions, and derived statistics 

on flare rates expected on each of the 7 days following a reported classification. Subsequent 

investigations of the data seemed to indicate that the existing classification system forms a 

grid of classes that is finer than can be accurately assigned by Air Force's Solar Optical 

Observing Network (SOON) and other observing sites that report these classifications. In 

this paper we report the initial results of an investigation of the various classification decisions 

used by the McIntosh classification system. In particular, the relative importances of these 

classification decisions are related to the average flare rates of the classes. 

One of the primary goals of the TELSAR project was to combine the reported 

sequences of Mclntosh active region classifications, and thereby to piece together the 

complete evolution of typical active regions. Some of the initial TELSAR results were not 

completely satisfying. A large number of unique evolutionary sequences were found, as well 

as numerous sequences that seemed to oscillate between neighboring classes. In addition, 

for each observing day the various observing sites often reported classifications that differed 

by one classification parameter. Taken together, these initial results seemed to indicate that 

the differences between many classes were difficult to determine. This could then explain 

the excess "noise" in the data, if it is caused by classifications that only slightly "missed the 

target." 

The McIntosh active region classifications consist of three parameters that are derived 

from a number of sunspot properties observed in white light (Solar Geophysical Data 1972; 

Mclntosh 1990; the operational Air Force Reports; see also the schematic of the classification 



338 

Table 1. Initial and Weighted Complexity Indices 

Decision Classes* 

Penumbra on largest spot? 
No Aww, Bww 
Yes Hww, Cww, Dww, Eww, Fww 

Size of largest spot? 
Small wXw, wRw, wSw, wAw 
Large wHw, wKw 

Group length? 
Unipolar Aww, Hww 
Small Bww, Cww, Dww 
Medium Eww 
Large Fww 

Initial 
Weight 

0 
1 

0 
1 

0 
1 
2 
3 

Interior spot distribution? 
Unipolar wwX 0 
Open wwO 1 
Intermediate wwI 2 
Compact wwC 3 

Shape of largest spot? 
Symmetric or 
not specified wXw, wRw, wSw, wHw 0 
Asymmetric wAw, wKw 1 

Penumbra at both ends of group? 
No Aww, Hww, Bww, Cww 0 
Yes Dww, Eww, Fww 1 

Additive Normalization Constant 0 

* where "w" denotes wildcard or place holder 

Regression 
Weiuht 

v 

0.0 
0.008 +/-0.002 

0.0 
0.193 +/-0.004 

0.0 
0.0 
0.412 + / -  0.006 
1.375 +/-0.015 

0.0 
-0.008 +/-0.002 

0.065 + / -  0.003 
0.611 +/-0.009 

0.0 
0.079 + / -  0.003 

0.0 
0.011 +/-0.003 

0.018 +/-0.002 

decisions in Bornmann et aL 1991). These parameters are not always independent, and in 

some cases the relative importance, or ordering, within a single parameter is not well 

established. Therefore, we have identified six classification decisions, listed in Table 1, that 

are incorporated in the Mclntosh classifications. These decisions were then compared with 

average daily rate of M flares (Kildah11980). Because some classes were rarely observed and 

therefore have large statistical errors, only those classes observed more than 20 times in 

Kildahl's 8-year study were used for the following comparisons. 

Two complexity indices were derived from these six classification decisions: the initial 

index and the weighted index. The initial complexity index was derived from the simple sum 

of the somewhat arbitrarily assigned integral weights for each classification decision, as 

indicated in Table 1. This index is essentially a measure of the number of indications that 

the region is well developed. It can be visualized as a rough measure of the class' distance 
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from the "origin," or location of the simplest class, in the three-dimensional McIntosh 

classification space. When compared with the M flare rate, this index showed a significant 

nonlinear correlation, as shown in Figure 1. From Figure 1 we conclude that the probability 

of a flare increases with the number of indications of a region's development or with the 

distance of the class from the origin of the classification system. 

Because of the correlations found between the flare rate and this initial complexity 

index, a multiple regression analysis was used to develop an improved, weighted complexity 

index. (Neidig et al. 1984 examined the importance of the three classification parameters as 

a group, but did not derive weights for individual parameters.) The multiple regression 

against the M flare rate was used to derive the optimal weights for each of the six classification 

decisions. Similar to the initial complexity index, the weighted complexity index was defined 

as the sum of the normalization constant plus the corresponding weight of each of the 

classification decisions, as listed in Table 1. This weighted complexity index shows a strong 

linear correlation with M flare rate (R = 0.885), as can be seen in Figure 2. 

The weighting factors derived from the multiple regression analysis can be interpreted 

as the relative importance for M flare production of each of the classification decisions. Of 

the six classification decisions considered here, three dominated the correlation with flare 

rate. The group length was most important for flare production, followed by the occurrence 

of a compact distribution of spots within the group. Of somewhat less importance was the 

size of the largest spot. These three classification decisions may be related to the strength 

of the magnetic field and the degree of magnetic shear within the region. 
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Three other classification decisions were less significant for producing flares• Taken 

together, these three decisions affected the average flare rate by only 0.1 flares per day. These 

were the asymmetry of the largest spot, the existence of penumbrae at both ends of the group, 

and the existence of penumbra on the largest spot. The lack of strong weights for these three 

decisions may indicate either a lack of strong physical relationship with flare production, or 

it may reflect the numerous improper classifications that result from the inability to 

accurately determine these particular classification parameters. 

Much of the software for the initial TELSAR project was written by Darren Kalmbach 
and David Kulhanek, as part of their senior computer science project at the University of 

Colorado• 
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COMPACT SOURCES OF SUPRATHERMAL MICROWAVE EMISSION DETECTED 

IN QUIESCENT ACTIVE REGIONS DURING LUNAR OCCULTATIONS 
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ABSTRACT 

Solar quiescent active regions are known to exhibit radio emission 

from discrete structures. The knowledge of their dimensions and 

brightness temperatures is essential for understanding the physics of 

quiescent confined plasma regions. Solar eclipses of 10 August 1980 

and 28 January 1990, observed with high sensitivity (0.01 s.f.u.) and 

high time resolution (30 ms) at 22 GHz, allowed the unprecedented 

opportunity to identify Fresnel diffraction effects during lunar 

occultations of active regions. The present results indicate the 

presence of quiescent discrete sources smaller than one arcsecond in 

one dimension that can be associated to the compact sources of 

suprathermal microwave emission. Assuming symmetrical sources, their 

brightness temperatures were larger than 2x107 K and 8x107 K, for the 

1980 and 1990 observations, respectively. From energetic point of view 

the results give new information about confinement of plasmas in 

active regions. 

(A full version of this paper was submitted to Solar Physics ) 



VELOCITY FIELD IN THE 13 JUNE 1980 FLARE AREA 
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3 Dip. di Scienze Fisiche dell'Universit£ - Pad. 19-20 Mostra d'Oltremare 
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The 13 June 1980 flare area was observed at NSO - Sacramento Peak Observatory, 
simultaneously with the Universal Spectrograph (USG) and with the Universal Bire- 
fringent Filter (UBF) in parallel with the Zeiss Ha filter. We consider the flare emission 
obtained with the spectrograph in the H~, HT, H,, Ca II-K and N a -  D2 lines to detect 
possible asymmetry in their profiles. An emission in the red wing of the considered 
Balmer lines and of the Ca II-K line is evident but no asymmetry is seen in the N a -  D2 
line. This red emission is assumed to be the signature of downward motions; we ob- 
tained from the Balmer lines a velocity of ,-~ 30. 4- 2 km sec -1 and from the Ca II-K 
line a velocity of ,~ 20.4- 2 km sec -1. We compare the Na - D2 line profiles, obtained 
with the USG and with the UBF in the same area of the flare, and we find that a red 
emission is present in the UBF line at the seeing spatial resolution of ~ 2 arcsec. The 
downward velocity obtained from this line is 10 4-4 km sec -1. 

A characteristic blue asymmetry, indicative of coronal upflows, is present in the 
Ca XIX spectrum obtained with the Bent Crystal Spectrometer (BCS) on the Solar 
Maximum Mission (SMM). This is qualitatively consistent with the generally accepted 
scenario of a chromospheric evaporation sufficiently rapid to drive both coronal up flows 
and chromospheric downflows. The velocities obtained from chromospheric lines are 
compared with the ones predicted by numerical simulations of gas dynamics in flare 
loops (Fisher 1986, 1989). The results show that the chromospheric condensation, 
predicted to be moving downwards with constant velocity within the condensation, 
probably has a velocity gradient and that the layers ahead of it seem to be affected by 
the motion of the condensation. 

We point out that the velocity field values deduced-from different spectral sig- 
natures, originated in different physical conditions within the flare atmosphere, may 
represent a very important tool to improve the reliability of the proposed dynamic 
models. However since our results are based only on observations for one flare, it seems 
to us that what is needed is a higher number of observations, with the highest possi- 
ble time resolution, allowing the determination of the velocity field in various spectral 
features. We also stress the importance of having high spatial resolution (at the seeing 
limit) since the spatial inhomogeneity in the physical conditions of the flare kernels may 
represent a new sort of information for understanding solar flares. 



Deformation of magnetic null points 
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1 I n t r o d u c t i o n  

Magnetograms from plage regions show that the vertical component of the mag- 
netic field has a self-similar horizontal distribution with a fractal dimension of 
around 1.5 (Tarbell et al. 1990). Both the spatial distribution and the temporal 
displacements of identifiable magnetic features are consistent with random walk 
of the magnetic field in the labyrinth of paths between convection cells on the so- 
lar surface (Schrijver et al., 1991). Both observations and numerical calculations 
show that the distribution of granules follows a power law (Stein and Nordlund, 
1990), and the chaotic time evolution of the granulation pattern probably is 
the ultimate cause of the random walk. The fractal surface distribution of the 
magnetic field must continue into the upper atmosphere, which is likely to be 
pervaded by a self-similar three-dimensional web of magnetic field. 

X-ray observation of flares by the Solar Maximum Mission show that the peak 
flare energy follows a power law distribution over 3.5 orders of magnitude in en- 
ergy (B. Dennis, 1985). Radio observations show that the initial phase of flares 
is composed of many small scale millisecond events (See Benz and Aschwanden, 
these proceedings). Based on numerical experiments, Lu and Hamilton (1991) 
suggest that the power law distributions occur because the magnetic field is 
in a self organized critical state (Bak, Chen & Wiesenfeld, 1988). This means 
that the field evolves on the edge of an unstable situation, where infinitesimal 
disturbances may trigger events of arbitrary size within the power law distribu- 
tion, and that flare events are composed of a huge number of small events with 
physical sizes near the shortest length scale in the field. 

These ideas suggest that the field topology in the solar atmosphere has an 
intermittent structure, down to the smallest length scales. The evolution of such 
magnetic fields must be characterized by a complex dynamic response to defor- 
mations. One way to obtain an understanding of the dynamic behavior is by 
investigating topological building blocks of complex fields and study how they 
react to simple deformations. Here we argue that the existence of 3D magnetic 
null points may lead to local instabilities. Complex fields with null points on 
different length scales may lead to non-linear large scale disruptions of the field 
topology, through the evolution of many small scale events. 



344 

2 D e f o r m a t i o n  f o r m a l i s m  

The induction and continuity equations determine the evolution of the mag- 
netic field and the mass density. Combining these we get an equation for the 
Lagrangian time derivative of the ratio between the magnetic field and the gas 
density (Moffatt, 1978; Parker 1979). 

B 

o ,  

Solving this equation is equivalent to making a spatial transformation of the 
vector function F = (B/p)  (Parker 1979), with a solution at time t given by 

~ r  ! . ~(r', t) = - g  ~(,:, o) = ~ ( r ,  t)~(,', 0). (2) 

Here r '  is the new position at time t of the material from position r at time 
0. This position may be found by integration of the velocity as a function of 
time. If the velocity field is divergence free, the density of a volume element is 
conserved. In this case Eq (1) becomes an equation for the magnetic field alone 

B'(r ' )  = G(r )B(r ) .  (3) 

The current in the deformed system is obtainable from the derivative matrix of 
the magnetic field, 

o~ = ~ c,~ +--hV~, ] v~ ~ (41 
lk 

The first term is the normal linear coordinate transformation of a matrix, while 
the last term only contributes when the deformation is non-linear. 

3 D e f o r m a t i o n s  

The topology of a first order 3D null point is determined by the eigenvalues of 
the magnetic derivative matrix, with two main classes corresponding to real and 
complex eigenvalues. Here we show an example of a deformation of an initially 
force free null point with real eigenvalues; one negative and two positive. This 
gives a situation where the field lines approach the null point along the eigenvec- 
tor direction belonging to the negative eigenvalue and spread out over a separator 
surface spanned by the two other eigenvectors (Green 1988), as illustrated in the 
upper left panel of Figure 1. 

- -  "/1" The magnetic field in the example is a constant o~ force free field with c~ - - ~-, 
defined by three pairs of complex wavevectors and vector potentials. This field 
has eight null points per 3D period (in a box spanned by the wavevectors). One 
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Fig. 1. The upper left panel shows the original magnetic and current field topology, 
illustrated by field line traces. The traces start from a number of points around the 
main axis and are followed in both directions. The upper right panel shows the magnetic 
field after the shear deformation. The lower two panels show the Lorentz force (left) 
and the current (right) after the deformation. 

null point  is at the origin with its main axis in the y direction and the separator  
plane coinciding with the x z  plane. 

~[(0-~) (0 ~) (0 ~)1 k 2 :  ¥ , , , , , , 

-[( ) ( ~ )  ( -~)] 1 < 3 = ¥  0,0 , O, , 0 , ~  , [(-~ ) (-~) ( -~)] Aa = ,0 , O, , O, 

(5) 

= Re F-, k, × (8) B 
\ / = 1 , 3  

The  deformation that  we use is a shear deformation where the change in 
position is determined by 

6 x = a s i n  y . (7) 
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The linear transformation G corresponding to this deformation changes the mag- 
netic field by adding a part of the magnetic fields y component to the x com- 
ponent; Bx ~ B~ + Bu.--~--,.zacos(.-rzzy). As a result of the transformation, the 

~VO qVO 

magnetic null points main axis is turned clock-wise around the origin in the 
(x, y) plane. 

The force that  arises from the deformation separates space around the null 
point into two regions (and their mirror images), according to the net balance of 
magnetic tension and pressure forces. One region consists of the volume between 
the separator plane and the tilted main axis, extending into the third direction 
to form a wedge. A net tension force tries to drag the field lines out of this 
region. The second region is outside the two tension wedges. Here a net magnetic 
pressure gradient force tries to press the main axis closer to the plane. The net 
deformation work (integrated over the deformation) is positive (works against 
the deformation), showing that the initial configuration is dynamically stable. 

4 Conclus ion  

The example shows that  the periodic 3D null point system is globally stable with 
respect to a simple shear deformation. Other examples show that some complex 
fields contain regions which are locally unstable. The size of these regions depend 
on the relative orientation of the symmetry axes of the field and the deformation. 
When complicated magnetic fields are stressed by external deformations they 
are likely to reach states where they become locally unstable. When a sufficient 
number of local volumes become unstable it may be possible to get larger scale 
instabilities, corresponding to the slides of a sandpile in a self organized critical 
state (Bak, Chen & Wiesenfeld, 1988). 
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T H E  X12 LIMB FLARE AND SPRAY OF 01 JUNE 1991 

V. Gaizauskas and C. R. Kerton 
Herzberg Institute of Astrophysics 

National Research Council of Canada 
Ottawa, Canada K1A 0R6 

Introduction 

Preliminary results are presented from Hc~ observations of part of a large spray ejected when ~t 

flare classed as X12 in soft X-ray emission erupted just beyond the eastern limb around 15:00 
UT on 01 June 1991 (Solar Geophysical Data, 1991). The Ha-scanning photoheliograph of the 

Ottawa River Solar Observatory picked up the spray and limb flare about 30 minutes later. 

Images on a scale of 15"/mm were photographed from 15:33 to 16:08 UT over a field of view of 
4' x 5' every 2.5 s on 35 mm film. Between successive exposures the wavelength setting of a 
0.25 A Zeiss filter was shifted one step at a time over the range + 1.0 A in a repeating cycle of 
12 steps. The spatial relationship of the spray to the flare is shown in Figure 1. 

The Spray 

The large speed (> 300 km s -1) and breadth typical of sprays (Smith, 1968) pose a challenge for 

interpreting observations made with a limited field of view and in a narrow wavelength band. 
Only part of the entire structure can be encompassed at one time in our fixed field. And only 

those sub-structures in the spray with low velocities in the line of sight are seen at any setting of 
our narrow pass-band - the rest are Doppler-shifted well beyond the + 1 A total displacement in 

our scanning cycle. We nevertheless take advantage of our large image scale, narrow pass-band, 
and high time resolution to point out some previously unobserved aspects of a spray. 

The most striking property of this spray is the sharp contrast between a main part consisting o f  
many regularly curved streamers and a turbulent zone restricted to the south side of the main 
part. The clumps and knots of plasma that typify sprays lies within that second zone. Even 

though all fine structures in the spray change rapidly during a half-hour, the basic differentation 
persists between the large zone of regular streamers and the narrower disordered one to the 

south. 

The moving knots of matter in the turbulent zone follow a trajectory which, nearly straight at 
higher altitudes, curves strongly to become more horizontal near the solar surface and passes 
over the activated filament near the central part of Figure 1. 
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Fig.l: Computer-enhanced image of northeastern limb of the Sun in a 4' x 5' field enclosing the 
spray (left and centre), X12 flare (extreme top and left), and an activated filament 
(centre). The dark edging along the solar limb is an artifact of of the enhancing process. 
Orientation : east (left), north (top). 

We do not witness a single knot proceeding along the entire length of that trajectory. Knots 
usually appear near the switchover from a horizontal to a more radial path, and elongate as they 

move outwards. In one instance a small cluster of knots moving at nearly 200 km s -1 transforms 

into a well-defined helicoid (Figure 2), 2 x 104 km long, which unravels in about 100 s. 

We know that a large activity complex is approaching the eastern limb beyond the activated 
filament. A much smaller active region occupies the foreground of the same image. A long-lived 
coronal hole is located just north of the flare.We propose therefore that the spray is ejecting 
matter into a mound of magnetic field lines encasing the approaching activity complex. The 
outermost field lines of that mound probably merge with the radially-directed field of the nearby 
coronal hole. We interpret the narrow zone of persistent turbulent activity on the southern side 
of the spray as a polarity boundary in the large-scale magnetic field between the approaching 
activity complex and existing pattems on the visible face of the Sun. We infer from our images 
that the energy release responsible for the spray originates close to the surface but beyond the 
limb. The passage of shocks from that site along a polarity boundary would promote growth of a 
variety of instabilities along its length - the tearing mode, leading to the creation of magnetic 
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Fig.2: Computer-enhanced image of the spray in the blue wing (Hcc-1 A) at 15:36 UT. A 
helicoid with pitch of at least 2re is clearly visible near the lower left comer. The size of 

the image (oriented as in Figure 1) is 250" x 100". 

islands which might be manifested as the moving knots; the kink mode, becoming manifest as 

an unravelling helicoid. 

The Limb Flare 

The flare loops were inadvertantly cut off in one comer of the field of view (they were not yet 
visible when the spray was first sighted visually). They were observed at the early stage for only 
35 min (Figure 3) in which time they changed drastically. We estimate that the topmost structure 

we observed was rising faster than 10 km s -I. Their greatest height attained in our clipped field 
of view is at least 3.5 x 104 km.  

But our most startling finding was the equally fast growth of dark matter which obscures most 
of the brilliant flare loops viewed in the red wing of H a  throughout our observing period. 

Initially almost no dark matter obscures the loops seen in the centre of the line (Figure 3, 15:33 

UT). Dark arches subsequently form; they are most easily seen in the core of the line but are 
overwhelmed by more diffuse structures at more remote wavelengths. Our scan was limited to 
the range Hcc +1.0 A, but the rapid and continuing increase of absortpion with each step in 

wavelength makes it clear that we were still far from the wavelength of maximum absorption at 
the limit of our scan. The blue-wing images at the later times show some fine-scale structures 
running transverse to the general orientation of the growing dark arches. Lowered absorption in 
the core of the line compared to the wings indicates that no matter was at rest near the flare. 

We conclude that in the declining stage of this huge flare cool matter was being forced under 
pressure from the lower atmosphere to coronal heights, not in a single structure or cloud, but as 
a combination: cloud and field-aligned structures. Our limited scan in wavelength precludes any 

estimate of the line-of-sight velocities for any of these components. The absorption is always 
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Fig.3: Rising bright loops of X12 limb flare partially obscured by absorbing matter. Each 
column represents a different offset in wavelength from the centre of Ho~. Each row 

represents a different time. Orientation as in Figure 1. Size of each panel is 85" x 85". 

more dominant in the red wing. Thus an expansion of cool matter towards the more remote flare 
prevails in this complex flow pattern and adds a new puzzle to the existing ones concerning the 
decay phase of flares. 
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Abstract.  We show preliminary results of a study of hard and soft X-ray emission correlations in 
solar flares, using total  fluxes as well as image information provided by the SMM spacecraft. 

1. I n t r o d u c t i o n  

In order to try and improve our understanding of X-ray signatures of solar flares, in terms 
of the interplay between the intervening processes of energy release, t ransport  and dissipation, we 
have started a comparative study of hard and soft X-ray emission output in events observed by 
the HXIS instrument on the SMM spacecraft. This paper gives preliminary results from a subset 
of the total number of events that  are currently being analyzed on a statistical basis. 

2. R e l a t i o n s h i p  B e t w e e n  H a r d  a n d  Soft  X - R a y s  

In Table I we list 19 X-ray events, which were observed in 1980 by IIXIS and by the SMM 
Hard X-Ray Burst Spectrometer (HXRBS). The list comprises events in a wide range of X-ray 
intensities including some of the brightest flares recorded by HXIS, down to some of the weakest 
events detected by HXKBS in hard X-rays. 

As representative of the soft X-ray emission output we took the spatially integrated light 
curves (counts/s) of emission in the IIXIS bands 1 plus 2 (3.5 to 8.0 keV hereinafter SXR.). For 
the hard X-rays, we considered: (a) 16 to 30 keV records from the IIXIS imaging data  (IIXR.); (b) 
22 to 30 key records the HXIS High Energy Monitor (HEM), which had no spatial  resolution but 
higher sensitivity than the imaging data; (c)> 25 keV full Sun emission recorded by the HXRBS 
(HXRBS). For each of these we measured peak counting rates, the slopes during the rise phase of 
the emission and total duration. Due to low sensitivity, the IIXR duration is the most uncertain 
parameter  in the IIXIS data  analysis, followed by the HXR slope in the weakest events. 

The correlation between various pairs of these parameters is plotted in Figure 1. In spite of 
good overall correspondence, the plots also show considerable scatter when looking at individual 
events. The calculated correlation coefficients range from 0.70 for the SXR slope vs HXR slope, to 
0.96 for the SXR vs I tEM cour~ting rates. From this, we infer that  a causal rdat ionship between 
processes that  lead to IIXR and SXR emission is apparent from the data,  as shown by other 
studies (see e.g. Tandberg-iianssen and Emslie, 1988 for a review; Dennis, these proceedings), but 
we also find it worthwhile to investigate the causes of the observed scatter, which is far larger than 
statistical uncertainties in the brightest events. 

3. D i s c u s s i o n  

In order to understand the implications of analyses such as the one in the previous section, 
one has to keep in mind that  there is no such a thing as a "standard" solar flare (Martens and Kuin, 
1989; from a quotation by H. Dodson-Prince). Understanding why different flares "look different" 
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is thus important ,  to learn about the sometimes subtle interplay between radiation signatures and 
energy transport, and dissipation processes. 

TABLE I. 
Peak Counting Rates 

Date UT SXR/HXIS (c/s) HEM/HXIS(c/s) HXRBS(c/s) 

Apr 7 1:10 1538 2.4 600 
Apr 8 3:07 2061 24.0 3800 
Apr 13 4:09 635 5.7 800 
Apr 13 8:43 33 4.6 2000 
May 8 13:44 467 3.2 440 
May 9 7:14 3194 52.8 10800 
May 21 20:55 3576 66.4 14300 
July 14 8:25 3363 30.0 5332 
July 20 19:27 744 19.0 2624 
Nov 1 19:22 511 10.4 1004 
Nov 2 2:11 225 2.0 - 
Nov 5 22:35 1902 14.5 12730 
Nov 10 8:14 667 4.1 341 
Nov 11 6:32 335 4.7 526 
Nov 11 17:25 627 11.7 3694 
Nov 11 20:54 1306 11.9 894 
Nov 11 23:48 261 2.8 388 
Nov 12 2:51 795 8.7 968 
Nov 12 17:00 548 9.1 600 

Looking at Figure 1, we see first an excellent correspondence between HEM and HXRBS 
measurements. This is not surprising, since both overlap within the 25 - 30 keV energy range, 
where a major contribution to the HXRBS recorded emission resides. Such a clear correspondence 
is not seen in the HXR vs HXRBS comparison, with HXR extending down to 16 keV. Two flares in 
particular,  May 21 and July 14, show significant and oppositely directed changes in their location 
within the diagram. Similar scatter and changes are seen in the SXR vs t tXRBS and SXR vs 
HXR plots. One event, May 9, stands out quite clearly in all plots with involve d(SXR)/dt ,  
while considerable scatter and/or  lack of correlation is observed in the SXR vs d(HXR)/d!  and 
d(SXR)/Ot vs d(HXR)/d t  plots. 

On the other hand, particular characteristics of flares that  we have singled out are: 

a) The May 21 flare is a long duration eruptive event (de Jager and Svestka, 1985). b) The 
May 9 flare is the most compact X-ray event in our selected list of HXIS flares (Machado, 1983; 
Machado et al., 1988). c) The July 14 event is a composite compact plus eruptive event, with the 
X-ray lightcurve dominated by the short-lived compact source which occurred in high density 
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Figure 1. Various correlations between observational quantities. 1) Jul 14 flare, 
2) Nov 5 flare, 3) May 9 flare, and 4) May 21 flare. 

(>1011 cm -3) low-lying loops (Machado et al., 1985, 1988). d) The November 5 flare is also rather 
concentrated, but occurred right after (7 minutes) another weaker event with similar morphology 
and location. This flare thus occurred during the decay of the prior event, which was still bright 
in SXRs (Duijveman et al., 1982) e) Both the April 7 (Ol UT) and April  8 events are multiple 
loop flares which extend over the whole active region (Machado et al., 1983). However, the one on 
April 7 is a long duration, weak, flare in hard X-rays, while the April  8 event is more concentrated 
in X-ray images and shows a more impulsive HXR burst of shorter duration. 

Combining the results of the correlation study with these particular characteristics of in- 
dividual events, we can now extract some preliminary conclusions. The risetime of soft X-ray 
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emission relates more to the sizescale of the event than any other factor like e.g. burst impulsiveness, 
as not.ably shown by the May 9 event. This, combined with the behavior of similarly compact 
events occurring in dense preflare regions (e.g. July 14, November 5), confirms that chromospheric 
evaporation plays an important role in SXR flare development. Also, in dense events, a substantial 
fraction of the emission observed at around 20 keV may be thermal. This is apparent from the 
changes observed in the comparison of HXRBS/HEM and HXRBS/HXR plots, particularly in the 
case of the July 14 event. Results by Machado et al. (1985) and Li and Emslie (1990), have 
shown that even in nonthermal hard X-ray burst models beam heating can create hot plasma 
that contributes to the observed output at such energies. According to Li and Emslie (1990), 
it is plausible that all flares show such "thermal contamination" to some, extent, but only in 
dense flares it becomes obvious to studies such as ours. Finally, the behavior of the April 7 (01 
UT) event, which shows relatively high SXR peak value in all correlations, shows that duration 
is more important, again in relative terms, than impulsivity or hard X-ray peak intensity. As 
already noted, this event showed a long duration weak hard X-ray burst, again signaling a causal 
relationship between processes leading to HXR and SXR emission. A similar behavior, in terms of 
the importance of overall burst duration, is implied by the May 21 data, but the strength of the 
correlation is somewhat masked in this flare, by the fact that it also showed the strongest HXR 
peak in our list of events. 

References. 

de Jager, C., and Svestka, Z.: 1985, Solar Phys., 100,435. 
Dennis, B.R., Uberral, B.M., and Zarro, D.M., these Proceedings. 
Duijveman,A, Hoying, P., and Machado, M.E.:1982, Solar Phys., 81,137. 
Li, P., and Emslie, A.G.:1990, Solar Phys., 129, 113. 
Machado, M.E.: 1983, Solar Phys., 80, 133. 
Machado, M.E., et al.: 1983, Solar Phys., 85, 157. 
Machado, M.E., Rovira, M.G., and Sneibrun, C.: 1985, Solar Phys. 99, 189 . 
Machado, M.E. et al.: 1988, Ap.J., 326,451 (Paper II). 
Martens, P.C.H., and Kuin, N.P.M. : 1989, Solar Phys., 122, 263. 
Tandberg-Hansenn, E. and Emslie, A.G.: 1988, The Physics of Solar Flares, Cambridge Univ. 
Press., Cambridge. 



D I S T R I B U T I O N  F U N C T I O N  F O R  E L E C T R O N  B E A M S  
IN T H E  C H R O M O S P H E R E  

P.J .D.  M a u a s  1, and D.  G 6 m e z  2 
10sservatorio Astrofisico di Arcetri - Italy 

2 Institute for Astronomy, University of Hawaii - U.S.A 

I n t r o d u c t i o n  

The interaction of electron beams with the solar atmosphere during flares has been 
studied for several years. Flare-associated hard X-rays, microwave and Ha emission 
are generally explained as the consequence of this interaction, as well as the heating 
of at least part of the chromosphere. Electron beams have also been proposed to ex- 
plain the continuum emission in white-light flares (e.g. H6noux and Aboudarham, these 
proceedings). 

On the other hand, non-thermal excitation and ionization of neutral hydrogen in the 
chromosphere by these accelerated electrons can be the cause of a number of effects usu- 
ally attributed to the chromospheric heating (see e.g. Mauas and Machado 1986). There- 
fore, semiempirical models can overestimate the heating by neglecting the enhancement 
in the radiation produced by non-thermal processes (Aboudarham and H~noux 1986, 
1987). 

In a previous work (Gbmez and Mauas, these proceedings, hereinafter GM), we for- 
mulate the Fokker-Planck equation for an electron beam incident on the solar chromo- 
sphere, including the effect of collisions with electrons, protons and neutral hydrogen 
and helium. In the present work we present the results of the integration of that equa- 
tion, and the calculation of the energy deposition and non-thermal collision rates for a 
beam incident on a quiet-Sun atmosphere. 

R e s u l t s  

In this work we integrate the Fokker-Planck equation for a stationary beam with no 
magnetic trapping, as expressed by GM. As the underlying atmosphere we used the 
quiet-Sun model C by Vernazza et al. (1981), as modified by Avrett (1985). For the 
input beam we assumed the distribution function 

/ ( , , ,  o, = o) = / o  
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Here v0 is the cutoff velocity (we used the velocity corresponding to a cutoff energy of 
20 keV), y = 2.6 + 1, where 6 = 5 is the spectral index for the energy flux, and a = 0.3. 
For v < v0 we assumed f ( z  = O) = O. This assumption has little effect on the main 
features of the solution. The normalization constant f0 corresponds to an input energy 
flux of 109 erg cm -2 s -1 (Machado, Emslie and Brown 1978). Details on the numerical 
code are given in Mauas and G6mez (1991). 

Once the distribution function at each height is known, it is straightforward to compute 
the energy deposition. The results are presented in Figure 1, comparing them with the 
results obtained with a test-particle approach, like the one by Emslie (1978). Note that 
the expression in Emslie (1978) diverges for low column mass, and should be corrected 
as in Duijveman et al.. (1983). It can be seen in Figure 1 that, due to the inclusion in 
our calculations of an angular dispersion in the incident beam, the energy deposition is 
somewhat smoother than for the test-particle approach, though the main characteristics 
remain the same. 
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Figure  1. Energy deposition. As a reference, the atmospheric model 
is shown. Full line: Fokker-Planck treatment. Do~ged line: Test particle 
aproach. 

In Figure 2 we show the non-thermal collision rates, obtained from the computed dis- 
tribution functions. In all cases, they were computed using Born-approximated cross- 
sections (Mort and Massey 1949), and integrating them with the computed distribution 
function. For comparison, we include the thermal rates, obtained from the expresion 
given by Verna~za et al. (1981). As can be seen, the non-thermal rates for excitation 
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of the Lyman lines and the Lyman continuum can be orders of magnitude larger than 
the thermal ones, and this effect can be of great importance when studying the chro- 
mospheric response to the flare. This is not true for the Ha excitation rate, due to the 
fact that the thermal rate is much larger in this case. 
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Figure  2. The collision rates obtained from the computed distribution 
function, compared with the thermal ones. The levels involved are indi- 
cated inside each panel (n denotes the continuum). As a reference, the 
atmospheric model is shown. Full line: Non-thermal rate. Dotted line: 
Thermal rate. 

Discussion 

Note that the excitation rate is almost constant from the injection level to the region 
where the energy is deposited. This is due to the fact that the fraction of the energy lost 
by the beam due to inelastic processes is so small that the distribution function remains 
almost unchanged. On the other hand, the energy deposition peaks very sharply at a 
column mass depending on the position of the energy cutoff. 

To investigate the effect of an abrupt energy cutoff, we made some runs with a different 
distribution function at injection. Instead of assuming f ( z  = O) = 0 for v < v0, we 
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assumed a quadratic distribution function up to 20 keV. The main characteristics of the 
solution remain the same. 

Thus, the effect of the precipitation of an electron beam on the chromosphere has two 
components. In the high chromosphere the signature of the beam can be found in the 
collisional excitation and ionization rates, while in the mid-chromosphere an abrupt 
deposition of energy takes place. To study the response of the chromosphere to the flare 
and its spectral signatures, a self-consistent model is required, including the effects not 
only of an enhanced temperature, but also of the non-thermal effects of the electron 
beam. 
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SUB-SECOND VARIATIONS OF HXR AND H-ALPHA 

FLARE EMISSION 
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Abstract 

For a series of electron beam pulses, we have computed the 

time-dependent chromospheric heating and the corresponding hard X-ray 

(HXR) flux. Moreover, by solving the time-dependent NLTE problem for 

hydrogen, we theoretically predict the H~-line intensity variations on 

sub-second time scales. Both HXR-fluxes and H~ wing intensities do 

exhibit a spiky behaviour, consistent with short pulse-beam heating. 

However, the spikes in H~ are unexpectedly 'inverse', i.e. the line 

intensity decreases during the beam heating. They correlate rather 

well with HXR emission peaks computed for 24 keY channel. We compare 

our theoretical results with recent observations of Kiplinger et al. 

(1991). 

i. Pulse-Beam Heating of the Solar Atmosphere 

Starting from commonly accepted hypothesis that high-energy electron 

beams heat the solar atmosphere during the impulsive phase of a flare, 

Karlicky (1990) and Karlicky and Henoux (1991) have constructed a 

series of new hydrodynamical flare models. They use a particle 

representation of the electron beam, thus accounting for the finite 

travel time of electrons and the general form of the beam distribution 

function. Such a particle approach also allows direct evaluation of the 

HXR radiation, which is not possible with a hydrodynamical code alone. 

A response of the solar atmosphere is modelized using the standard set 

of 1D hydrodynamical equations which describe the vertical structure 

of the flare. An initial model at t=0 is that of Vernazza et al. 

(1981) and for t>0 the depth-dependent temporal variations of the 

kinetic temperature T(t), electron density he(t) and other parameters 

are obtained. While Karlicky (1990) has presented the solution only 

for one short-duration beam pulse, in this paper we demonstrate the 
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Fig. 1 
Temporal profile of the kinetic temperature for three beam 
pulses, each lasting approximately 0. I sec. H=I400 km is the 
chromospheric height where the heating was computed. 

behaviour of a series of three subsequent identical pulses each of 

them lasting 1 sec. On this scale, 0. I sec interval corresponds to a 

heating time (the beam is switched-on) and 0.9 sec is the cooling 

period (relaxation). In Fig. 1 we show the temperature profiles for 

such three pulses at the chromospheric height H=I400. 

Z. Ha Response to Pulse Beam Heating 

As a next step, Heinzel (1991a, b) has developed the NLTE code for 

solving time-dependent hydrogen rate equations for a three-level model 

atom with continuum. Since the time-step is typically less than 10 -2 

sec (an adaptive time mesh is used in all simulations), several 

simplifications have been necessary in order to make the code 

reasonably fast. Net radiative brackets in the rate equations have 

been replaced by escape probability functions for Ha and Lyman 

continuum Both Lyman lines are put into detailed radiative balance 

in the region where Ha is formed. Subordinate continua are optically 
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thin with their radiative rates fixed by the photospheric radiation 

fields. Numerical solution of such NLTE rate equations was performed 

at selected depths, in this case for H=I400 km where the Ha line wings 

are supposed to be formed (for further details see Heinzel, 1991b). As 

the input for this NLTE code we have used only the temporal profile 

T(t) as shown in Fig. i. The corresponding electron densities ne(t) 

are then consistently evaluated by the NLTE code. Therefore, we don't 

use ne(t) previously evaluated by Karlicky's hybrid code because this 

code incorporates, as a first approximation, simplified ionization 

formula of Brown (1973). 

3. Results 

For a series of three electron-beam pulses, we have evaluated the 

temporal profiles of HXR-fluxes for 24 keV channel and the Ha-wing 

intensity at Ha + I.IA (Fig. 2). We have found rather good correlation 

between HXR and Ha , but the Ha wings exhibit 'inverse' spikes (humps) 

rather than expected emission peaks. This is due to a higher rate of 

the second-level population as compared to that for third level (i.e. 

during the heating process). A comparison of these theoretical results 

with Ha and HXRBS/SMM data recently presented by Kiplinger et al. 

(1991) (see Fig. 3) indicates that the predicted sub-second spikes may 

be of real importance during the impulsive phase of solar flares. 

Therefore, we propose to conduct coordinated Ha and hard X-ray 

observations with sub-second temporal resolution, possibly at 

different sites in order to exclude the effects of seeing and 

instrumental noise. Statistically significant correlation between 

Ha-humps and HXR-spikes would support the model of the pulse-beam 

heated chromosphere. 
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THE ROLE OF PROTONS IN SOLAR FLARES 

H E I t I S T C H I ~  D. and  B O Y E R ,  I t .  
URA 326, DASOP~ Observatoire de Paris, Section de Meudon 

MEUDON, FRANCE 

The main sources of evidence for the presence of high energy protons and other nuclei in the 

solar atmosphere during flares are the recorded nuclear "/-ray lines and neutrons (Chupp 1987; 

Dennis 1988). The interaction of high-energy protons with the ambient electrons can produce the 

observed continuous X - r a y  and "},-ray radiation. This process of production has been discarded 

by several authors because of the number of protons needed to produce X-rays this way. Emslie 

and Brown (1985) have pointed out that, in a thick target, a proton produces about 1836 times 

more photons in the low-energy range than an electron having the same velocity. This is due to 

the fact that the energy loss rate of the two particles is approximately the same when they are 

travelling at the same velocity. These authors then fred a discrepancy of three orders of magnitude. 

In their work s however, the interaction of fast protons with ambient electrons is assumed to be 

strictly equivalent to the interaction of fast electrons with ambient protons. 

The "proton-electron bremsstralflung" interaction has been thorouglfly investigated (Heristchi 

1986~ 1987) and its main characteristics were found to differ considerably from electron-proton 

bremsstrahlung. A model of solar X-ray production is therefore proposed that easily explains the 

global characteristics of X-rays and 3 '-rays from solar flares. A high-energy proton spectrum is 

posited in the solar atmosphere, with protons spiraling in an aznbicnt magnetic field, assumed to 

lie perpendicular to the solar surface, and having a nearly horizontal fan-beam distribution. The 

X-ray spectrum from such a distribution can be calculated easily, for thick target production. An 

example of the expected spectrum is given in Figure 1, where a curve labeled 90 ° concerns a limb 

event and 0 ° a disk-center event. Note that for limb events there is an extensive spectrum through 

a large range of energy. With a proton spectrum llxuited to 8 GeV~ the photon spectrum extends 

to about 80 MeV~ while thc corresponding energy of electrons having the same velocity as the 

protons is only 4.3 MeV. Some expected characteristics of solar flares predicted by our model arc 

shown in tlfis figure. In the low energy range of the X-ray spectrum (0.01 - 0.1 MeV), there is 

a small amount of directivity in the radiation. This verifies the measured low directivity of flare 

emission by "spectroscopic" observations from two spacecraft (Kanc et al. 1980). An extensive 

spectrum over a large energy range is predicted for events on or near the limb. The ")'-ray 
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continuum with energies of more than 10 M e V  is detected only from near-limb events (Rieger et 

al. 1983). Tile role of secondary or knock-on electrons is also considered. In the low-energy range, 

these electrons produce X-rays with an intensity significantly lower th~n that of the proton-electron 

bremsstrahlung (~ 5%, Emslie aad Brown 1985). For disk events where the X-ray spectrum from 

protons is limited, X-rays from knock-on electrons are the principal source of radiation in the 

high-energy range. For such an event, then, we predict a spectrum with a break at approximately 

0.1 M e V  and a second change of spectrum at 0.3 - 0.4 MeV.  An example of such a spectrum is 

given in Figure 2. We show that there is good agreement between tile theoretical curve and the 

measured data. 

We have shown that the proton model can explain many aspects of the observed characteristics 

of the solar flares. As mentioned above, certain quantitative questions concerning the number of 

protons have been used to discard this model, despite what it has accomplished. 

Figure 3 shows an example of the fluence spectrum of an X-ray event, compared with the 

expected X-ray spectrum from proton-dectron bremsstrahlung. In Figure 4 the proton spectrum 

needed for X-ray production (B) is compared with that obtained (R) from neutron measurement 
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(Ramaty and Murphy 1987). We see that the discrepancy is on the whole of one order of magnitude. 

Such a discrepancy can be explained easily by considering the differential cross section for neutron 

production• 

The characteristics of solar high energy radiations and of the particles detected in interplanetary 

space can be very useful in understanding the solar flare mechanism. It is generally accepted that, 

in interplanetary space, the electron-to-proton ratio varies greatly from event to event ( t in 1974). 

For the solar atmosphere, the rdation between the number of protons and that of electrons is well 

known (continuum > 30OKeV X-ray intensity, Forrest 1983). There is also a lack of corrdation 

(Cliver et al. 1989) between the proton number in space and in the Sun (7 - ray  line intensity). 

There are three different possible explanations for these facts: 1) particles in the solar atmosphere 

aaxd space come from two distinct sources, each having its own aecderation mechanism; 2) there 

is a single accderation, and only a non-significant part of particles goes into space; 3) the X-rays 
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come from proton interaction with the ambient electrons, in which case one part of the protons 

goes through the solar atmosphere and produces X-rays, "/-ray lincs, while the other part of the 

protons and all tile electrons go into space. 

Examining the other experimentally established characteristics of flares gives us some help in 

choosing between these three possibilities. For instance the 3He abundance, wlfich varies from 

event to event, is sometimes very tfigh and cannot be easily explained by the first hypothesis, nor 

can the presence of partially ionised 4tie in space. Then the second hypothesis can be discarded, 

since by direct comparison we know that sometimes the proton number in interplanetary space is 

higher than in the solar atmosphere (Ramaty and Murphy 1987). 

The third hypothesis explains the electron-to-proton ratio easily and offers a solution for the 

SHe abundance, its variations, and the partially ionised ions. To explain the particle separation 

(protons in the solar atmosphere and space, electrons only in space) a dosed magnetic structure 

(closed relative to the solar atmosphere) is needed. A part of protons that have tfigh magnetic 

rigidity can leave tlfis magnetic structure and interact with the solar atmosphere, while electrons 

and the rest of the protons are trapped in this magnetic structure and go with it into space. To 

carry out tlfis scenario, a low density plasmoid was proposcd that originatcs dccp in the photosphere 

and rises under magnetic and buoyancy forces (IIeristchi el al. 1989) 

This rapid examination of certain aspects of high-energy phenomena during flares shows that 

our model can easily explain many aspects of energy transport in the solar atmosphere. 
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HIGH SPECTRAL RESOLUTION OF MM-WAVELENGTH (23 - 18 GHz) 
SOLAR BURSTS 

H.S.Sawant, R.R.Rosa, J.R.Ceoatto, F.C.R.Fernandes 
Instituto Nacional de Pesquisas Espaciais - INPE 

Astrophysics Division 
P.O.Box 515, CEP 12201 S.J.Campos, SP, Brasil 

Extended Abstract: 

Variable frequency mm-wavelength, (23-18 GHz) radiometer, with 
frequency resolution of 1 GHz and variable time, (16-0.6) sec, 
resolution, in conjunction with a 13.7 m antenna, located in 
Itapetinga, S~o Paulo, Brazil, has been put into operation since 1988 
for investigations of spectra of active region, before and after the 
flare and that of the burst components. Solar observations are carried 
out quarterly for about 15 to 21 days. 

So far, 20 groups of the microwave bursts, mostly associated with SF 
flares, have been observed. Most of these bursts are weak (Fig. i). 
More interesting are those low level (< 5 s.f.u.) spiky bursts of 
duration of the order of 1 sec superimposed on gradual bursts of the 
duration of i0 sec (Fig. 2). Spike bursts exhibit nearly symmetrical 
rise and fall time. In some cases fall time is little longer than rise 
time. At 90 GHz similar bursts have been also observed (Gopalswamy N., 
personal communication ). We define "simple solar microwave bursts" as 
exhibiting one peak and total duration lasting less than five seconds. 
These bursts are investigated in search of possible response to single 
ejection of energetic electrons ( -300 keY). 

Available high spectral resolution data showed that all frequencies 
peaked simultaneously within the time resolution. Also, most of the 
observed bursts did not show obvious frequency fine structures to the 
limit of our frequency resolution. 

Some of the above bursts are investigated jointly with X - rays 
obtained from HXRBS data and microwave data obtained from OWENS 
VALLEY, for better understanding of time evolution of particle 
acceleration. 
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Fig.1 - Observed high spectral weak 

microwave burst in June 22 1989. 
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M i c r o w a v e  flare character i s t i c s  in 8 and  3 m m  M e t s / i h o v i  

m e a s u r e m e n t s  c o m p a r e d  w i t h  opt ica l  and  H - a l p h a  data  

S. Pohjolainen, S. Urpo, H. Ter£sranta, M. Tornikoski 

Mets~.hovi Radio Research Station 
Helsinki University of Technology 

02150 Espoo, Finland 

A b s t r a c t :  In 1989-1990 several microwave bursts were detected at 37 and 90 GHz (8 and 3 mm 
wavelengths, respectively) during solar mapping or source tracking at the Mets£hovi Radio Rese- 
arch Station, Finland. Nine of the events are analysed and discussed in this paper. 

1 O b s e r v a t i o n s  

Microwave bursts recorded in mapping mode on June 20, June 21, and September 29 in 1989, 
and April 3, April 4, April 5, May 13, May 15, and May 28 in 1990 were chosen to analyse the 
positions, rise and fall times, intensities and area sizes of the bursts. They were also compared 
with the Solar Geophysical Data information on H-alpha, prominence and filament features occu- 
ring at the same time. One solar map of each day is presented in Figure 1. In Figure 2 are the 
intensity profiles of the nine bursts. The levels are relative to the quiet Sun (level 1.0 representing 
the brightness temperature 7800 K at 37 GHz and 7200 K at 90 GHz). 

On September 29, 1989, a large area of enhanced brightness temperature was visible as far as 
0.5 r o outside the solar limb. On April 3-5, 1990 the active region 6007 produced a large burst 
each day. The burst area on the first day was estimated to be 5-10 degrees behind the limb. The 
activity came down to normal level in one hours time. The bursts on April 4 and 5 had similar 
basic structure (rise and fall), although the one on April 4 had two intensity peaks. The time 
between these maximums was around 5 minutes. The assembled data on microwave bursts is 
presented in Table 1. 

2 C o n c l u s i o n s  

In comparing the information on microwave bursts and the data avail'able on H~ flares, active pro- 
minences and filaments, we find that the microwave bursts correlate well with H~ flares but are 
connected with very different types of prominence and filament structure, see Table 2. Although 
we must have in mind that the sample here is too small to draw any tenable conclusions. We also 
know from experience that if the comparison is clone with the original optical data, more features 
correlating with microwave bursts can be found. 
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Tab le  1. Data on nine microwave flares measured during solar mapping at MetsSahovi in 1989- 

1990. 

Day 

ddmmyy 
20.6.1989 
21.6.1989 
29.9.1989 
03.4.1990 
04.4.1990 

05.4.1990 
13.5.1990 
15.5.1990 
28.5.1996 

Start 

14.55 
08.20 
11.12 

(08.03 I 
13.15 

13.19 
12.31 
13.07 

(05.01) 

Time (UT) 
Measured 
Maximum 

15.01 
12.33 
11.26 
08.27 
13.21 
13.33 
13.44 
12.49 
13.15 
05.22 

End 

18.50 
(14.00) 
(11.40) 
10.44 
14.25 

15.13 
(13.48) 
(14.47) 
08.51 

Lat CMD W~ Relative 
center center intensity 
approx, approx. (arc2min) 
N24 W75 1.8 3.47 
N28 E65 1.0 2.05 
$20 W90 < 15.4 > 8.02 
N25 Ego (98) < 13.7 > 14.65 
N21 E63 (84) < 7.2 > 10.81 

> 10.87 
N29 E76 (69) 1.0 5.77 
S17 Eg0 (70) 1.0 2.58 
N40 E39 1.0 6.70 
N22 E41 2.0 1.65 

Flux 

(sfu) 
81 
46 

> 1803 
> 628 
> 341 

129 
58 

149 t 
39 

Frequency 

(GHz) 
37 
37 
90 
37 
37 

3'/ 
37 
37 
37 

beam NOAA/ 
size USAF 

(arc rain) Region 
2.4 5528 
2.4 5555 
1.0 5698 l 
2.4 6007 ~ 
2.4 6007 

2.4 6007 
2.4 6064 
2.4 6063 
2.4 6077 

(time) = s ta r t / end  of observation 

CMD is taken directly from the map, in parenthesis is the counted value from several days (assu- 
ming an average rotation rate of 14°/day) 

The size of the burst  area, is counted from W~ : W 2 - W~, where W, is the source size, Wo is the 
observed half-power beamwidth of the source, and W ,  is the antenna beamwidth. 

The flux densities are counted with a correction factor F : a/(1-e -a) where a = 0.693(W~/W]). 

1 Region already behind the limb, burst presumably coming from this region 
2 Region still behind the limb, burst  presumably coming from this region 

Tab le  2. Optical and H,  features happening during measured microwave bursts. 

Day Active 
prominence 

ddmmyy 
20.6.1989 
21.6.1989 
29.9.1989 
03.4.1990 
04.4.1990 
05.4.1990 
13.5.1990 
15.5.1990 
28.5.1990 

**X 

X** 

Active prominences and filaments 
Active Bright Dark Arch Loops 
dark surge surge filament 

filament system 
X X 

X 

X 

X** X** X ~* 

X X** X** 

Ha flares 
Sudden Eruptive 

disappearing prominence 
filament 

x (< ~ ' )  

**x** (> 9o °) 

X** 

Several 
eruptive 
centers 

X 

X 

Brilliant 
point/ 
points 

X 

**x microwave event follows 
x** microwave event precedes 
(< or > 90°), degrees from the central meridian 



S I M U L T A N E O U S  H a  A N D  M I C R O W A V E  O B S E R V A T I O N S  
OF A LIMB F L A R E  ON J U N E  20, 1989 

Mar t in  Grae te r  1 and  Therese  A. Kucera  2 

1Institute of Applied Physics, University of Bern, Switzerland 
2Department of Astrophysical, Planetary, and Atmospheric Sciences, 

University of Colorado USA 

E x t e n d e d  abs t r ac t .  On June 20, 1989 during the Max '91 campaign a large limb flare 
occurred in active region 5528. It was observed at radio, X-ray, and Ha wavelengths. 
From the temporal, spectral, and spatial information we get insight into the first seven 
minutes of flare development since the start of the hard X-ray flare at 14:54 UT. Images 
in Ha show a blueshifted eruption of a filament which appears later outside the limb 
as a giant growing prominence. While the filament is erupting large blobs of plasma 
are seen to move out with speeds of several hundred km/s in the plane of the sky. One 
of them coincides spatially and temporally with a moving source seen in VLA images 
(see Fig. 1. at 14:57:36 UT). It is speculated that the moving plasma blob is at the 
top of a second loop which evolves magnetodynamically. Between the footpoints of the 
loop system a large Ha kernel develops. Two more eastern subkernels probably form 
the second ribbon. Later the main kernel develops two links with the off limb loop. 
Microwave emission sources are seen near both footpoints of the Ha loop at 15:00:01 
UT in Fig. 1. 

14:57:36 14:57:,.56- 14:57:45 

• ,, .(... ) 

15:01:00 

, . ° "  o . . . . .  

lo 

,/,! 
2O 

15:00:56-  15:01:05 

t 

", ' . .  

Fig. 1. Isointensity plots of Ha line center (solid lines) and of VLA at 1.4 GHz (dashed lines). 
Times of the Ha and VLA pictures are given left and right, respectively 



N O N R E S O N A N T  I O N - B E A M  T U R B U L E N C E  I N  S O L A R  F L A R E S  

Frank Verheest 
Instituut voor theoretische mechanika, Universiteit Gent 

Krijgslaan 281, B-9000 Gent, Belgium 

Special type III  radio bursts are attributed to low-energy, super-Alfvdnic proton beams. Such 
beams are unstable against scattering by resonant and nonresonant parallel waves. The latter 
may dominate and are of two types, with long wavelengths and linear polarization, or else with 
shorter wavelengths and right/qef-t-hand polarization. E~tensions o] Fowler's theorem to unstable 
beam-plasmas indicate higher levels of magnetic field turbulence at shorter wavelengths, up to 
a sizeable fraction of the flare magnetic field. The beams become sub-Alfvdnic before completely 
travelling down the loop, leading to considerable heating of the flare particles. 

1. I n t r o d u c t i o n  

In many astrophysical applications different species making up a plasma can have different 
equilibrium flow velocities, as in special type III  radio bursts with a significantly lower drift 
than normal, attributed to proton beams at the flare site (Benz & Simnett 1986). These fairly 
low-energy MeV proton beams are nevertheless super-Alfv~uic. Similar low-frequency electro- 
magnetic instabilities occur in the solar wind flow around comets (see e.g. Lee 1989). 

The linear stability of super-Alfv~nic proton beams against scattering by waves in the flare 
loop coronal plasma has been investigated by Tamres et al. (1989) for resonant scattering and 
by Verheest (1990) for nonresonant scattering. Under certain conditions the latter may have 
the highest growth rate (Goldstein & Wong 1987) and is more likely to dominate. We recently 
developed a method for estimating the saturation levels of such parallel instabilities (Verheest 
gg Lakhina 1991, 1992), based upon an application of Fowler's (1968) theorem for unstable 
plasmas. There are essentially two types of nonresonant modes. One has long wavelengths and 
linear polarization, and generalizes the firehose instability. The other one is a shorter-wavelength 
right/left-hand polarized mode. Both require a relative drift between the bulk and the beam 
protons which exceeds the local Alfv~n speed, and can be triggered by fairly low beam densities. 

The theoretical results are recalled in section 2 and applied to the said special type III  radio 
bursts in section 3. In section 4, finally, the conclusions are discussed in the context of other 
astrophysical applications, as beam instabilities can be viewed as a source of energy transfer 
from directed energy to plasma turbulence. 

2. T h e o r e t i c a l  f r a m e w o r k  

We recall here the essential results from our general papers (Verheest • Lakhina 1991, 1992), 
directly specialized to a two-beam plasma. Both plasma constituents can in principle have drift 
velocities parallel to the magnetic field, but for simplicity we use a frame where the main or 



374 

2.2. Nonresonant modes: short wavelengths 

For wavelengths which are not as long as in the firehose-like case, we take w small in the sense 
w << [k[Ub + ~i (Winske & Leroy 1984, Verheest ~ Lakhina 1992). Here k = ~[k[ for the 
right/left-hand polarized modes. Putting now u = [k] Ub/~i and M = Ub/VAm, we approximate 
(2) as 

1 - p + (1 + - u p  ~ ~ PU(1 + ~)~ ~ + pu~ 1 ~7 u - pM~ = 0 (~) 

This quadratic equation can have unstable roots provided its discriminant A = 4pu 2 H(u, p) is 
negative, with 

p(I+~)2-1 [ 1 1 ] (l-p) 2 
H(u ,p )=  ( 1 + u ) 4  -(l-p) 1 + u  M 2 ( l + u ) a  +--pM 2 (8) 

One sees that 

H(0,p)  : (1 - e) ~ - ~  - 1 (9) 

is negative, provided initially pM 2 > 1. On the other hand H(u, p) becomes positive for suffi- 
ciently large u, and then H(u,p) has at least one positive root u,,  with a corresponding range 
of unstable wavenumbers k. We next suppose that (1 - p)2/pM~ is small, look for values urn 
(and k,~) which maximise the growth rate 7 of the unstable modes and get 

ReWm.~ VA,,, ~m~x = Va,~, (10) 
]k,nl - q: i ' Ikm[ 

almost purely growing modes. The level of turbulence crucially depends on the estimate of the 
available free energy. First of all, since the instability demands that pM 2 > 1, an absolute upper 
bound is (1 - p)V~,n(pU 2 - 1). This would yield high saturation levels, ]6B/Bol > 1, as found 
in simulations for shorter-wavelength nonresonant modes (Winske gz Leroy 1984). However, to 
suppose that all the available free energy is pumped in the most unstable mode is not quite 
reasonable and it would be more prudent to assume that the most unstable mode consumes free 
energy corresponding to its growth rate. This yields 

6B 2 1 
B0 ~ -< 2(1 - p----5 (11) 

3. Application to solar  f lares 

We now apply the foregoing results about nonresonant, shorter-wavelength modes, which have 
higher growth rates, to the special type III  radio bursts. Such solar flares have proton beam 
energies of a couple of MeV, giving beam velocities of 14,000 km/s and more, while only requiring 
500 eV electrons for the return current. Furthermore, miV~m/2 is typically in the range of 10 
keV, hence VAIn - 1,400 km/s.  Since M - 10, the threshold number density ratio for the 
instabilities is about 1%. Any beam density above this low threshold (compared to the ambient 
solar flare plasma) will excite the nonresonant Alfv~n instabilities discussed here. To fix the 
ideas we take a low-density beam with e.g. # = 0.1 and find from (10) and (11) that 

Re w ~  7max 5B2 
krn -~ 140 km/s,  [k~] "~ 1,400 km/s, B02 - 0.55. (12) 
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ambient plasma (with the label m) is at rest. Perpendicular drifts are eliminated by going to 
a deHoffmann-Teller frame. Both subplasmas or beams are charge and current neutral, the 
electrons providing the return current. 

For wave propagation parallel to B0 the dispersion law is, following Ichimaru (1973): 

~ ~h(~- ~u~) 
w 2 : c2k 2-F ~ j r  • (i) 

w - k U ~ ±  gt~ 

Here Ub is the beam velocity in the main plasma frame, and Tit, : am : ~i the proton gyrofre- 
quency. For mode frequencies w small compared to f~i we approximate (1) as 

(w - kpUb) ~ = k2(l - p)(Vl, ~ - pU~) jr p(w - kUb) 3 
- kUb + n~' (2) 

with p = Nb/(Nm jr Nb) the relative density of the beam and VA,~ the (reference) Alfvdn velocity 
in the main plasma. We use Fowler's thermodynamics theorem for unstable plasmas (Fowler 
1968) in the form 

2#'--~ T Jr Jr _ -~( m Jr Nb)miF. (3) 

The left±hand side refers to the fluctuation energies in the magnetic and electric fields and in the 
plasma and beam particles, whereas the right-hand side expresses the free energy accessible to 
the instabilities. We compute from MaxwelPs equations and the linearized equations of motion 
the electric field and fluid velocity fluctuations in terms of the magnetic field fluctuations, and 
perform the same low-frequency approach as in deriving the dispersion law (2). This yields 

- kUbl ~ ~ + n~l~ - kUbl ~ } 6B~ 
+ pl~ k~ [~  - (~ : ~ T ~ : ~ -  ~)~]  8--T -< ~ (4) 

2.1. Nonresonant modes: long wavelengths 

If the Doppler-shifted frequency w - kUb for the beam is also small compared to ~'/i, then we 
are in the long-wavelength, firehose-like limit (Verheest & Lakhina 1991) and get from (2) 

(~, - ~ p u ~ )  ~ = k~(1  - p ) ( v ~ , , ,  - p v ~ ) .  (5 )  

These waves are unstable if V ~  < pU~ and grow to large amplitudes, at the expense of the 
available free energy. The turbulence thus created causes strong diffusion and scattering of the 
beam ions, leading to their thermalization (Winske et al. 1985). The instability is quenched 
when the relative streaming ceases to be super-Alfvdnic. ~ assimilation of the beam ions then 
has to rely on other mechanisms (Gaffey, Winske ~ Wu 1988). Since (1 - p)(pU~ - V~m ) is an 
effective measure for the normalized free energy F in the unstable regime, we find from (4) the 
upper bound for the magnetic field fluctuations as 

6 B 2 i V~ m i 

B---~o <- 2 2pU~ <- 2" (6) 
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So the relative streaming between the solar flare plasma and the beam can certainly drive 
several low-frequency waves unstable. As the unstable waves grow to large amplitudes, inducing 
large magnetic fluctuations, they take away an appreciable part of the free energy. The beam 
distribution relaxes to a stable state via the excitation of Alfvfin wave turbulence and heating 
of the main plasma. A crude estimate for the heating follows from (3) and (12) as 

( (6V2)V~,,~ -~ (1 - p) p M  ~ - 1 - Bg ) -~ 7.6. (13) 

One sees that the bulk of the plasma particles could be heated to 70 ~ 80 keV, and thus beam 
instabilities can be viewed as an efficient source of energy transfer from directed energy to plasma 
turbulence. Moreover, the growth rates are large, so that the instabilities grow in much less time 
than is necessary for the beam to travel through a typical solar flare loop. 

4. Conclusions 

We have recalled the dispersion law for nonresonant low-frequency electromagnetic waves in a 
two-beam plasma, determined from it the growth rates in the unstable regime and obtained 
a theoretical estimate for the magnetic field turbulence levels, by adapting Fowler's thermody- 
namics theorem. 

Although we have considered here only the application to solar flares, the original treatment (Ver- 
heest & Lakhina 1991, 1992) given of the low-frequency modes in multispecies beam-plasmas is 
fully general and can be applied to analogous astrophysical situations. Examples are the pickup 
by the solar wind of cometary water group ions (Verheest & Lakhina 1991) or Earth's bow 
shock magnetic turbulence associated with reflected and intermediate ion populations (Verheest 
& Lakhina 1992). 
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research grant from the National Fund for Scientific Research (Belgium). 
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The impulsive phase of eruptive solar flares is characterized by type III radio 

bursts with a fast frequency drift (Dulk et al. 1985; Goldman and Smith 1986; Benz 

and Aschwanden 1991). These radio bursts are attributed to electron streams of E > I0 

KeV that propagate out into the solar wind along an open magnetic field llne. 

Emission can also be from electron streams that propagate down into the dense lower 

solar atmosphere along a converging closed magnetic field line. 

Observations indicate that type III bursts consists of fundamental and harmonic 

components. A number of theories have been proposed to explain the generation of type 

III bursts. The commonly accepted scenario that has emerged is as follows (Goldman 

1983). As electron streams interact with the solar plasma, Langmuir waves are exelted 

due to a beam-plasma instability. The Langmulr waves then interact with low-frequency 

density fluctuations to generate fundamental radiation with frequencies near the 

local plasma frequency. Alternatively, the Langmuir waves can interact with each 

other to emit harmonic radiation with frequencies near twice the local plasma 

frequency. 

A new emission mechanism of fundamental type Ill bursts has been suggested 

recently by Chlan and Alves (1988). This mechanism is based on the electromagnetic 

oscillating two-stream instability (EOTSI) driven by two oppositely propagating 

Langmuir waves. In the present paper, the Chian and Alves model is improved using the 

generalized Zakharov equations. Attention is directed toward the influence of the 

induced ion-acoustic and Langmuir waves on the properties of EOTSI. 

The electromagnetic oscillating two-stream instability is operative provided 

two distributions of Langmuir waves are present in the source region: beam-generated 

forward Langmuir waves and secondary backward Langmuir waves. Various mechanisms 

capable of producing such required spectral distribution of Langmuir waves, involving 

wave-wave coupling or scattering off density irregularities, have been analysed in 

connection with the harmonic radiation (Goldman 1983). Some of these mechanisms may 

provide the source of pump waves required for driving EOTSI. 
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The coupled wave equations (Kuznetsov 1974; Akimoto 1988) that describe the 

coherent generation of electromagnetic and Langmuir waves by intense Langmuir waves 

via ponderomotive coupling with ion-acoustic modes are given by the generalized 

Zakharov equations 

2 
(4 

E = - P nE, (I) 
n 
o 

c 
n o s - 2m----~i A <E2>. C2) 

In this paper, we examine the decay-type parametric instabilities. In the work 

by Chian and Alves (1988), the analysis only includes electromagnetic waves in the 

induced high-frequency modes, apart from the induced low-frequency Ion-acoustlc 

waves. Thus, EOTSI was treated as a four-wave process involving two wave triplets. 

The Chian-Alves model yields an instability that is upconversion (~T > (40' where (40 

and (4T are the frequencies of the pump Langmuir and induced electromagnetic waves, 

respectively) and purely growing (Re(m) = 0). From (I) and (2), it can be seen that 

in general the instability excites both high-frequency electromagnetic as well as 

Langmuir waves. Moreover, due to the symmetry of the wavevector kinematics two 

distinct ion-acoustic waves are excited. In the presence of these induced Langmuir 

and ion-acoustic waves the behavior of EOTSI is greatly modified. 

Consider two Langmuir pumps, E (± k ), that propagate oppositely along a 
o o 

longitudinal (x) axis, generating two opposite, Stokes electromagnetic induced modes 

(Z k T) emitted along a transverse (y) axis. The coupling between all the modes Is 

provided by low-frequency ion-acoustic fluctuations whose wavevectors are subjected 

to the conditions Ikxl = [kol and Ikyl << Ikol since it is only in this kind of 

geometry that the electromagnetic modes are not off-resonant. As the consequence of 

the symmetry of the wavevector kinematics, two symmetrically located Ion-acoustlc 

waves (± k and ± k ~ ± k ; 2k o, where k ° and k are the wavevectors of the pump 

Langmulr and induced ion-acoustic waves, respectively) are excited. Depending on the 

relative phase of these two ion-acoustic modes, the electromagnetic waves can either 

vanish or be reinforced. Furthermore, from the symmetry of the wavevector kinematics 

that four anti-Stokes Langmuir induced modes (Z k L and ± kL,where k L = k ° + k we see 

and kL = -ko+ k) can also be generated during the process. These modes, not considered 

by Chian and Alves (1988), turn out to be of extreme relevance for the dynamics of 

EOTSI. Thus, the improved model treat EOTSI as an eight-wave process in which two 

Langmuir pump waves drive two electromagnetic and four Langmuir daughter waves 

through coupling with ion-acoustic daughter waves. 
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For the above wave-coupling configuration a Fourier analysis of (1) and (2), 

assuming the same amplitude and phase for the two counterstreaming Langmulr pump 

waves, gives the following dispersion relation 

a 2 ~p~W [ 26 T ~L ] 
= + (3) 

- e I  8 2 _ 2 2 - e 2  ' ST ~L 

where S T - [J(k-ko )2- ~w]/Z~p ~- ~T-~,o, ~I.-- mV~hCk +ko)2-~w]/Z~p "~ Ov~hko 2 ~" 

8 ~ ~02-~o2and W =- c Ee/n kT . 
w o p o o o e 

The dispersion relation (3) has been studied analytically and numerically. The 

results show that in the presence of the induced Langmuir and second type of 

ion-acoustic waves, the instability is not always upconversion and purely growing; 

depending upon the relation between the electromagnetic (S T) and electrostlc (6 L) 

detuning factors, downconversion (~T<~o) as well as instabilities with osclllatory 

(Re(w)~o) ion-acoustic waves are also possible. It is observed that processes 

occurring in the presence of induced Langmuir waves are much more complex than those 

occurring in their absence. The basic role of the induced Langmulr waves is to 

enlarge the range of instability, creating even some new unstable modes. 

The properties of EOTSI studied in this paper are in excellent agreement (Chlan 

and Alves 1988) with the solar wind observations of type III bursts of Llnet al. 

(1986) that present strong evidence of nonlinear wave-wave interactions. Hence, EOTSI 

may be a likely generation mechanism for the fundamental type III solar radio 

bursts. 

To conclude, we wish to point out that in addltlon to explain the generation of 

type III bursts, our theory based on the generalized Zakharov equations (I) and (2) 

may also account for bulk energization of electrons (Karlicky and Jungwlrth 1989; 

Melrose 1991) during the impulsive phase of eruptive solar flares, by taking into 

consideration wave-particle interactions between the induced Langmulr waves and the 

solar plasma. 
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Abstract Using a quasi-steady, helmet-streamer as the initial corona, we simulate the 
dynamical evolution of the mass ejection due to magnetic eruption at the base of the 
streamer. The simulated ejections reproduce some of the observed features of loop- 
shaped coronal mass ejections. A comparison between the present magnetically driven 
model and previous thermal driven models will be presented. We show that both the 
driving mechanism and the initial corona are important in the simulation of CMEs. 

I. Introduction 

CMEs are complex dynamical phenomena. Magnetic field and plasma flow coupled 
together make it difficult to analyze their physical behavior theoretically. One approach 
for studying such phenomena is to utilize the time-dependent, MHD simulation model 
to study the coronal responses due to finite amplitude perturbations. Mathematically, 
it is necessary to solve an initial boundary value problem. The early study of this type 
explored the possibility that loop-like mass ejections could be simulated by the coronal 
response due to thermal energy release at the base of the corona (e.g. Dryer, et al. 
1978, Wu et al. 1982, 1983). In these simulations they were unable to reproduce some 
quantitative observed features as pointed out by Sime et al. (1984). 

Recently, Steinolfson (1988) and Steinolfson and Hundhausen (1988) have taken 
another approach by emphasizing the role of the initial corona and forms of thermal 
energy release. They used the heated streamer as the initial atmosphere (Steinolfson, 
1988) together with a specific type of thermal energy release (Steinolfson and Hund- 
hausen (1988) and demonstrated that a thermal driving mechanism (or pressure pulse) 
can simulate many of the observed features of the loopshaped CMEs. However, the type 
of thermal energy release, in reality, is too arbitrary to exist in the solar atmosphere. 
They also concluded that CMEs are primarily influenced by the pre-event corona and 
the driving mechanism does not greatly affect the dynamics. On the other hand, Linker 
et al. (1990) emphasized the importance of the driving mechanism in which they found 
that the pre-event corona is not the factor to make simulation model successful. 

Observations have shown that some CMEs tend to occur over the coronal streamer 
region (Illing, 1984; Illing and Hundhausen, 1986). In addition , prominences tend to 
occur near the base of streamers and eruptive prominences are sometimes associated 
with CMEs. Thus, a large percentage of CMEs may originate or propagate through 
pre-existing coronal streamers. 
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Recently, Hu (1990) simulated looplike CMEs by introducing a magnetic pulse at 
the base of the corona with an initial hydrostatic atmosphere and potential magnetic 
field of dipole configuration in which the importance of the pre-event corona suggested 
by Steinolfson and Hundhausen (1988) was ignored, In the present study, we use a 
quasi- steady coronal streamer without introducing arbitrary distributed heat sources 
in the pre-event corona. Then, the new magnetic flux emerges from the streamer base, 
compressing and accelerating the plasma in the corona to form looplike CMEs which 
show results similar to those obtained by Steinolfson and Hundhausen (1988). 

II. Description of the Model and Method of Computations 

The theoretical model for the present study assume that the coronal plasma can be 
represented by a single magnetofluid with negligible dissipative effects (Wu etal .  1982) 

III. Numerical Results 

To establish a pre-event corona (i.e. quasi-steady helmet-streamer) as our initial 
condition, we solved the set of ideal MHD equations by relaxation method and obtained 
helmet-streamer (Wang et al. 1990) solutions similar to those given by Steinolfson et al. 

(1982) as shown in Figure 1. Then we introduced a disturbance of emerging magnetic 
flux at the coronal base under the closed field region in the following manner: 

 (ao, = (1 + e,0) (1) 

with a being 1.02 x 10-3s -1 and emerging region has a latitudinal extent of 27 ° 
(i.e. 63 ° < # < 90 °) centered at the equator within the computational domain. 
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Figure 1. The pre-event coronal structure. 

Figure 2 shows the density enhancement; (p(r, 0, t) - p ( r ,  O, 0))/p(r, O, 0), and mag- 
netic field lines at 9000 s after introduction of the emerging magnetic flux. The amount 
of input energy corresponding to this disturbance is 6 . 7 x l O 2 9 e r g s .  For the purpose 
of demonstrating the importance of the driving mechanism for CMEs , we have per- 
formed a related calculation by introducing a thermal disturburance at the coronal base 
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under the streamer. This thermal disturbance is equivalent t o  an energy release of 
8.4zlO2Sergs. The results of density enhancement and magnetic field lines at 9000 s af- 
ter introduction of the disturbance are presented in Figure 3. From these two cases, we 
noted that the density enhancement showed a loop-shaped structure with its maximum 
in the leg of the loop similar to the results obtained by Steinolfson and Hundhausen 
(1988) for both cases. In addition, there exists a low density cavity between the legs 
of the loop. These characteristics qualitatively resemble observed loop-shaped CMEs 
(Sime ei al. 1984). 
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Figure 2. The density enhancement (left) and magnetic field configuration (right) 
9000 s after introduction of the emerging flux disturbance corresponds to the pre- 
event coronal structure shown in Figure 1. 
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Figure 3. The density enhancement (left) and magnetic field configuration (right) 
9000 s after introduction of a thermal pulse of two times stronger than the emerging 
flux disturbance corresponding to the pre-event coronal structure shown in Figure 
1. 



384 

IV. Concluding Remarks 

Based on the numerial results obtained by the present model, we may conclude: 

1. Both pre-event coronal configuration and driving mechanisms are important to 
simulate the observed characteristics of loop-shaped CMEs. 

2. It is not necessary to add an arbitrary heating function as suggested by Steinolfson 
and Hundhausen to simulate loop-shaped CMEs. 

3 The magnetic driving mechanism is a likely candidate to propel non-flare-associated 
CMEs. 
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CORONAL MASS EJECTIONS: THE LINK BETWEEN SOLAR AND 
GEOMAGNETIC ACTIVITY 
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Using a newly appreciated capability for distinguishing corona/mass ejection events (CMEs) in 
solar wind data, we have explored the overall effectiveness of CMEs and their associated solar wind 
disturbances in stimulating geomagnetic activity. Our study was confined to the interval from 
mid-August 1978 through mid-October 1982, spanning the last solar activity maximum, when the 
ISEE 3 spacecraft was in orbit about the L1 Lagrange point 240 Re upstream from Earth. We 
have found that all but one of the 37 largest geomagnetic storms in that era were associated with 
Earth-passage of CMEs and/or solar wind shock disturbances driven by CMEs. Although CMEs 
and/or shock disturbances were the primary causes of the most severe geomagnetic disturbances, 
most minor geomagnetic disturbances were unrelated to these events (see Figure 1). Further, 
approximately half of all CMEs and half of all shock disturbances driven by CMEs did not 
produce any substantial geomagnetic activity as they encountered the Earth's magnetosphere. 
The geomagnetic effectiveness of Earth-directed CMEs and shock wave disturbances driven by 
CMEs was directly related to the solar wind flow speed, the magnetic field magnitude, and 
the strength of the southward (GSM) field component associated with the events. The initial 
outward speed of a CME close to the Sun appears to be the most crucial factor in determining if 
an earthward-directed event will be effective in exciting a large geomagnetic disturbance. 

Small Storms 
(206) 

Major Storms Large Storms Medium Storms 
(14) (23) (64) 

[ ]  CMEs Only []  Shocks Only 
[]  Shocks & CMEs []  Neither 

Fig. 1. Pie charts illustrating the association of various geomagnetic storm levels with Earth 
passage of corona/mass ejection events (CMEs) during the last solar activity maximum. Major, 
large, medium, and small storms have minimum Kp levels of 8_, 7- ,  6_, and 5-  and maximum 
Kp levels of 90, 7+, 6+, and 5+ respectively. The numbers in parentheses indicate the number of 
storms in each category. Adapted from Gosling et al. [1991]. 

Gosling, J. T., D. J. McComas, J. L. Phillips, and S. J. Bame, Geomagnetic Activity Asso- 
ciated With Earth Passage of Interplanetary Shock Disturbances and Coronal Mass Ejections. 
I. Geophy~. Rcs., 96, 7831, 1991. 
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Abst rac t  

The monthly and daily samples of the Ap geomagnetic index for 51 years, in the 1932-1982 
interval, were investigated by means of the power spectrum technique. Although in general the results 
confirm previous findings about possible periodicities in the geomagnetic activity, some aspects are 
either new or they are now interpreted somewhat differently than other authors have done. The period 
around 4 years in the monthly Ap power spectrum is associated to the dual peak-structure observed 
in the geomagnetic activity variation (Gonzalez et al., 1990). Several of the peaks shown by the 
daily Ap spectrum are interpreted as harmonics of the six-month period, and others as caused by the 
solar rotation periodicity, in such a way that the two series of Fourier sequences are considered to be 
juxtaposed. A strong solar cycle modulation is observed in these series, particularly in that related 
to the solar rotation period, which almost disappears for the solar maximum phase. Furthermore, a 
statistic analysis of the geomagnetic storm occurrence has confirmed the findings related to the dual- 
peak distribution as well to the seasonal variation. 

I - S p e c t r u m  o f  t h e  g e o m a g n e t i c  i n d e x  Ap 

The power spec t rum analysis technique (Jenkins and Wat ts ,  1968) was applied to 
bo th  the daily and the monthly  averages of the Ap index. A Hanning-Tukey lag window 
was used for smoothing and the window closing technique allowed for a reasonable 
choice of the window size ( t runcat ion point). The spectra,  like tha t  seen at Figure 1, 
have shown tha t  the most  relevant periodicity in the geomagnetic  act ivi ty is indeed 
tha t  at  six months,  or seasonal variation. Besides this, and many  of its corresponding 
harmonics,  several other peaks show up in the Ap spectra,  being part icularly relevant 
those around the solar cycle and the solar rotat ion periods. 
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Figure 1 shows the power spectrum density (PSD) for the monthly averages of 
the Ap index for a truncation point of 300 months. As seen in this figure, at the low- 
frequency extreme, the monthly Ap spectrum is largely dominated by the solar cycle 
periodicity that shows up at 10.3 4- 1.1 years, with a confidence level of about 50%. 
Nevertheless, a peak around 4 years (4.4 4- .2 years) within a 40% level of confidence 
is present in this spectrum. This possible periodicity in the geomagnetic activity was 
also observed by Fraser-Smith (1972), Delouis and Mayaud (1975), Currie (1973, 1976) 
and Kane (1986). This period seems to be associated with the dual-peak structure 
observed by Gonzalez et al, (1990) in the distribution of geomagnetic storms. This 
refers to the fact, also suggested by other authors, (e.g. Hirshberg, 1973; Crooker et al., 
1977; Gosling et aI., 1977; Legrand and Symon, 1985, 1989), that during one solar cycle 
the distribution of geomagnetic storms shows mainly two maxima, one near the solar 
maximum and the other at the early descending phase of the cycle. 
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Figure 1. Logarithm of the power spectrum density (PSD) for the monthly averages of the Ap index, 

for the years 1932 through 1982. A Hanning-Tukey lag window with a truncation point of 300 months 

and a sampling frequency interval of 0.0005 cycles per month were adopted to obtain this spectrum. 

Several other peaks are observed at higher frequencies, however the most prominent 
one is that associated with the well known seasonal variation (see references in Silverman, 
1986), shown up at 6.00 4- 0.6 months, with a level of confidence better than 90%. 

For the PSD obtained with the daily Ap index sample the most prominent peak 
is also that associated to the six-month period, with a significance level better than 
90%. Moreover, many of the other peaks observed in this spectrum seem to correspond, 
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within the expected error, to harmonics of this periodicity (like those around 90, 60, 
45, 30 26 and 22 days). Another important sequence observed in this spectrum is that 
associated with the solar rotation period, around 27 days. The peak corresponding to 
its fundamental frequency shows up at 27.2 4- .2 days with a confidence level better than 
50%. The lowest harmonics at 13.6 and 7.8 days are well defined at this level but  appear 
side by side with the above mentioned harmonics of the six-month periodicity. On the 
other hand, the observed intensity distribution for this sequence is about the same of 
that found for a similar interval in the spectrum of the daily values of the interplanetary 
magnetic field polarity (Gonzalez and Gonzalez, 1987). 

I I  - D i s c u s s i o n  

The six-month period, or seasonal, variation is highly significant (more than 9 0 % )  
in both the monthly and the daily Ap power spectra. However, the subdivision of the 
data in subsets as small as two-years long has shown the variability of the intensity of 
the corresponding spectral peak. This variability becomes apparent in Figure 2, that 
shows the contour lines of the PSD for a truncation point of 200 days and frequencies 
running from 0 to 0.05 cycles/day, for two-year long samples between 1933 and 1981. 

50  

4 5  

4 0  

35 

30  

25 

20  

15 

10 

5 

0 

36  4 0  4 4  4 8  52  5 6  6 0  6 4  6 8  72  7 6  8 0  
~ l  I ~:s::~:a t I t  f::F:1: :e :l I::.'l::.'l::'v] I "KI' ~ 50  

:i:~: i:.::::::~ ~:::::~::,~ - -  ~:!::'.':':~:-.i -I  ~::::.. !!:::::;~ ~:::::::::::::~ ::::::: 
::::::::!:: ::::!¢~::" :::::::. f::::i:i~ 

--..~ I"-" ' ::::::::1 ".'." 
" ' . . : . : . . . t i i i ! ! ! ! ! !  ~ -  _ 0 . ~  

08 ~:" l iii::""::i 40 

. . . . . . . . . . .  lii: , .o-  DAYs 

0.8 ,,35 
ID . . . . .  t.!i!~ ~ . . . . .  30 DAYS 

.... ii: i;!'!'i:ii ,:i:i:i:::iiii'i ,:::i'i:i' F ~ii~il , o,'8/ . . . . . . . . . . . . . . .  
F ~iiji~!:~:i:i:~!j !i~iiiilt:~:i:i:i:i:~:i Vi ! ! ! ! i i i ] "  ¢I:!!~!~I:~:i:~ ~i¢i:i:i:i:il 

:~::: :: ::t i::::::: ::: :::::::!:~ 2 

k::: ::::. :: : : ::: : ~ :::::::::i;~:J : : : :: ] F ~iiii~ ........ ~::::::::.,.: ~ii~ -t 2o .... :~ :::.:.:... : : : : : : :  :::::~ 
I ...... I ..... "'"~""t ~" ' ' '  

~:::::::I ~::::::: "::::::~ ::::::' 15 
f :':': I':':':':'" ";" u:.::::::::::, I.. -: ::1 / ) ~'~'ill ~iiii~i!i!* oM ~ ....... l i~iiiil 91 (:::::~i ~:::....:: J i::::::::l :: :::::::J L / ~ii i l ~::~,~,~:~:, V ,:~:~:~:~:i:~:~  ̂ ~-ii{ ~l 1o 

b(  J4!i Ill 

36 4 0  4 4  48  52 5 6  60  64  6 8  72 ?6 80  
Y E A R  

Figure 2. Contour lines of the logarithm of the PSD for two-year running intervals of the daily Ap 
values. The truncation point in the Hanning-Tukey window is 200 days. The vertical dashed lines 

delimit the intervals corresponding to the descending phase and solar minimum years. The horizontal 

dashed lines correspond to the indicated periodicities. 
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As seen in this figure, for years in the late descending phase and solar minima, 
the spectral power associated with this period is higher than for solar maxima. The 
amplitude corresponding to the solar rotation periodicity of about 27 days also presents 
a noticeable solar-cycle modulation, with larger definition during the descending and 
solar minimum phases, as seen in Figure 2. 

The probable periodicity around 4 years observed in the  monthly Ap spectrum 
seems to be related to the dual-peak structure in the distribution of geomagnetic storms 
during one solar cycle. In fact, the statistics analysis of geomagnetic storms with Ap > 
50 nT shows that this distribution presents two peaks around the solar maximum for 
most of solar cycles, with one of the peaks near the solar maximum and the other about 
four years later, as established by Gonzalez et al. (1990) and previously suggested by 
other authors. 
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Introduct ion  

Comparison between observations of solar and stellar flares shows that they have similar 
general properties, although many details are different. Observational data on stellar 
flares, although of lower quality than solar observations, spans a larger range of stellar 
types, viz. of stellar convective conditions and magnetic situations. Therefore, it is de- 
sirable to integrate the physical information derived from solar flares with that obtained 
from flaring events in different stars in order to improve our understanding of the flare 
phenomenon. 

The great majority of flare stars are dMe objects. Their characteristic spectral features 
in the visible range are the hydrogen Balmer lines in emission up to Hs and Hg. These 
lines are evidence of the existence of a chromosphere and their strength is correlated 
with stellar flare activity. The spectra of flares on these stars show a strong continuum 
emission with a characteristic blue color and an enhancement of the hydrogen Balmer 
lines and of the H and K lines of Ca II. For a complete understanding of stellar flares, 
a study of the atmospheric structure of dMe stars should be undertaken, together with 
the modelling of the response of the stellar atmosphere of the flare. 

In this work we report preliminary results on the computation of the first semiempirical 
atmospheric models for the star AD Leo, both in the quiescent and flaring state, based 
on a full set of spectroscopic observations (very kindly provided by Dr. S.L. Hawley). 

The atmospheric  models  

For the atmospheric modelling we used the program Pandora, kindly provided by Dr. 
E.H. Avrett. We included in the calculation of the opacities the contribution of a great 
number of weak atomic and molecular lines, as compiled by Kurucz (1991). Of particular 
importance for these cool stars is the opacity due to molecules like TiO. 

The flare we model was observed by Hawley and Pettersen (1991) on 12 april 1985, 
during a coordinated multi-wavelength campaign of M dwarf flare observations. It is 
one of the largest flares ever reported on AD Leo, with a total observed radiative energy 
output of more than 1034 ergs. The observations we model were obtained 915 see after 
the flare start, not at the maximum of the continuum emission, but still during the 
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impulsive phase, that may be considered to change into gradual decay phase around 
1500 sec after the flare start. 

Figure 1 shows the preliminary atmospheric models obtained. Due to the fact that 
collisions play only a minor role in the atmosphere of these cool stars, the atmosphere is 
very far from LTE. This causes problems of convergence of the computed models, which 
make the whole modelling process very difficult. For this reason, we were not able to 
complete the modelling of the quiescent high chromosphere, were the Balmer lines are 
formed. Thus, the model we present here should be considered only as an indication in 
what respects to the high chromosphere and the location of the transition region. The 
photosphere, temperature minimum region and low chromosphere, on the other hand, 
is based on the observed continuum and the very small, if any, emission observed in the 
Na D, Mg b and Ca I A 4227/~ lines, and can thus be considered as definitive. 
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Fig. 1: Our atmospheric models. Full line: The quiescent star. Dashed line: The flare 

model. 

The flare model, on the other hand, does not present these difficulties, since the much 
higher temperatures assure a situation much closer to LTE. In this case, the position of 
the transition region and the structure of the high chromosphere can also be deduced 
from the observed continuum, which does not present a Balmer jump. 

Figure 2 shows a comparison of the observations with the continuum calculations both 
for the quiet star and the flare. In Figure 2-a note the importance of the inclusion of 
the molecular opacities in the continuum calculations. The main absorption features 
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Fig. 2: Comparison of the observations with the continuum calculations, a) quiescent-star 

model, b) the flare model. Do$ted liue: Observations by Pettersen and Hawley (1989) and 

Hawley and Pettersen (1991). Full  line: Present calculations. D a s h e d  line: Calculations 

performed without the opacity due to the weak atomic and molecular lines. 

are due to TiO. The difference between the observed and computed spectra at around 
6000/~ is due to an absorption feature of CaOH not included in the opacity calculations. 

For the calculations of the flare spectrum, a 10% filling factor was assumed. Note in 
Figure 2-b that a jump at the head of the Balmer continuum is not observed, a fact 
that put constraints on the structure of the high chromosphere, were this jump would 
be originated. Note also the increase in the observed emission towards the blue, this 
effect is very hard to model whithout the Balmer jump. 

In Figure 3 we compare the computed flux with the observations. Note the fact that we 
are assuming the same 10% filling factor at all wavelenghts. However, it should be noted 
that an important fraction of the emission at shorter wavelenghts is formed in the chro- 
mosphere, whereas at longer wavelenghts all the radiation comes from the photosphere, 
and solar observations seem to support a larger filling factor in the chromosphere. 

Conclus ions  

We present preliminary atmospheric models for the flare star AD Leo, both in quiescent 
state and during a big flare. The models were designed to match the observed continuum 
flux, and the computations agree quite well with the observations. For the quiescent star, 
the opacities due to different molecular bands are very important for the calculations 
of the emitted spectrum. 
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Fig. 3: Comparison of the continuum calculations with the flux observed in the filters U, B, 

V and R. The error bars represent a 10~ est imated error (Hawley and Pettersen 1991). 

With respect to the flaring atmosphere, the fact that no Balmer discontinuity was 
observed places severe constraints on the temperature of the chromosphere, because a 
hotter chromosphere would produce a much larger emission of the Balmer continuum. 
This fact implies that the white-light emission has to be formed at photospheric depths. 

Even though the agreement between the computed and observed spectrum between 3600 
and 4500/~. for the flare atmosphere is quite good, some discrepancies still remain when 
the comparison is performed between the computed and observed flux in the U, B, V 
and R filters. This suggests the need to use different filling factors at different heights 
in the atmosphere, where the radiation at different wavelengths is formed. 
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I. In t roduc t ion  

Since i t  was impossible to prepare  a summary  of all the fascinat ing information t ha t  

was been presented  a t  this  symposium, I undertook the more l imited ~bal of describing the 

picture of erupt ive solar f lares tha t  formed in my mind as the resul t  of the presenta t ions  a t  

Iguazu. Even this was very difficult, since we heard  re levant  observational  mater ia l  covering 

the enormous spectrum from radio waves to gamma rays.  Our basic challenge is to deduce 

from this mate r ia l  the s t ructure  of the magnetic field responsible for an erupt ive solar flare, 

and  then to unde r s t and  how the pre-f lare s ta te  was formed, and how the magnetic-f ield 

configuration changes in the course of a flare. This is r a the r  l ike asking  six bl ind men to 

describe an elephant,  based only upon their  contact with par t  of the elephant.  The best  tha t  I can 

do a t  this  t ime is to recount some of the clues that ,  with other information yet  to be obtained and 

greater  insight  yet  to be developed, will u l t imately lead the determinat ion Of the magnetic-field 

pat tern  or pa t te rns  responsible for eruptive flares. 

2. The  l a r g e r  context  

In ident i fy ing  a class of f lares  called "erupt ive solar  f lares," we are  impl ic i t ly  

re fer r ing  to a classification of f lares  of which "eruptive flares" represen t  one class. (In the 

classification scheme proposed by Bai and Sturrock [1989], "eruptive flares" correspond most 

closely to their  class "gradual  GR/P flares.") Hence, to unders tand  erupt ive flares, we real ly  

need to explore this  classification scheme and, in par t icular ,  to s tudy the s imilar i t ies  and 

differences between eruptive flares and the other types. This topic was not addressed during 

this symposium, but  i t  has  been addressed in the pas t  by Priest  (1981) and by Svestka (1976, 

1986). In addition to unders tanding the relationship of eruptive flares to other types of flare, we 
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need to unde r s t and  the re la t ionship  of erupt ive  f lares  to re la ted  forms of solar  act ivi ty  

including f i laments ,  CME's and g ian t  arches.  Fur the rmore ,  we need to unde r s t and  the 

propert ies of different phases of an eruptive flare: any pre-flare behavior,  the impulsive phase, 

and the late phase tha t  is responsible for post-flare loops. 

My goal is to presen t  a picture of erupt ive solar f lares,  as i t  has  emerged from the 

proceedings of this  symposium, in the form of a t ime sequence of events  t ha t  involves an 

eruptive flare. This picture will be outlined in stages in the following sections of this article. 

3. Photospher ic  flows 

A solar  f lare is basical ly  the sudden conversion of magnet ic  free energy into other 

forms. The free energy of a magnet ic  field is usual ly  regarded  as the excess energy of a 

configuration t ha t  involves coronal electric cur rents  as compared with the  energy of the 

corresponding field tha t  has the same photospheric flux distr ibution but  is current-free in the 

corona. However Priest ,  in describing his " in teract ing flux model," made the case t ha t  

magnetic  helicity is conserved during reconnection. If  this  is the case, and if  energy release 

is by reconnection, then a more appropria te  est imate of the free energy is the excess energy of 

the init ial  field over tha t  of a configuration tha t  has  the same photospheric flux distr ibution and 

the same magnetic helicity - tha t  is, the corresponding l inear  force-free field (Woltjer 1958). 

The existence of coronal currents  implies a s tress  tha t  may have been present  in the 

magnet ic  field when i t  emerged from the photosphere ,  or may a l t e rna t ive ly  have been 

impressed upon the field by photospheric flows. This line of thought suggests tha t  we look to the 

emergence of magnetic flux in order to unders tand subsequent solar flares. However, Mart in,  

Livi and Moore, in thei r  presentat ions,  also stressed the importance of "flux cancelation" in 

leading up to a flare and to related events such as CME's. 

As bes t  I unders tand  it, the processes tha t  they are describing can be regarded as a 

"photospheric trench," analogous to the trenches tha t  exist on the ocean floors on earth.  A 

trench is a location where two plates come together and the mater ia l  then subsides. When this 

occurs at  the photosphere,  flux of opposite polarity will sometimes be brought together. In this 

s i tuat ion,  we mus t  expect magnet ic  reconnection to occur. Depending on the height  of the 

reconnection site and the magnetic configuration, photospheric flux will then be dragged down 
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into the trench and/or pulled out of the photosphere, so tha t  flux appears  to have "cancelled" and 

then d i sappeared .  In genera l ,  there  will be shear ing  motion as well as inflow, and the 

shear ing motion has  impor tant  effects on the evolution of the magnetic topology. Pr ies t  (1987) 

has  suggested tha t  all inverse-polari ty prominences lie along such trenches.  

In  he r  pos te r  paper ,  Mar t in  d iscussed the consequences of reconnect ion a t  the 

photosphere-chromosphere  interface.  Newly reconnected field l ines spr ing  into the  corona 

above the polari ty inversion zone where cancellation is observed to occur. Mart in  showed how 

the resul t  of many such reconnections can lead to the formation of a magnet ic  rope running  

along and above the polar i ty  inversion line. Such a configuration can main ta in  cool p lasma 

at  coronal heights ,  t ha t  will then be observed as a f i lament  if  viewed on the disk or as a 

prominence  i f  viewed on the llmb. This  empir ica l  picture has  much in common with 

theoretical  models recently proposed by Van Ballegooijen and Mar tens  (1989), Kuipers (1990) 

and Ridgway and Pries t  (1991). 

I t  is impor tant  to note tha t  the hydrogen gas tha t  constitutes a f i lament  or prominence 

is, in this  picture,  merely  a marke r  of a certain type of magnetic-field configuration. This 

configuration, t ha t  could be referred to as an "extended fi lament," could extend over m u c h  

larger  regions than  the region occupied by the visible fi lament,  as was i l lus t ra ted  in Mart in ' s  

poster  presentat ion,  and as was indeed indicated by Skylab X-ray observations (McIntosh et al. 

1976; Webb et al. 1976). If  the eruption of such a magnetic-field configuration is responsible for 

a coronal mass  ejection (CME), t ha t  configuration may or may not contain cool gas tha t  is 

recognized as a f i lament.  This  would help us under s t and  why a CME may  or may  not be 

accompanied by a f i lament  eruption and why, if  a f i lament eruption is involved, i t  may occupy 

only a small  pa r t  of the total region involved in the CME. 

4. Magnet ic-f ie ld  e rup t ion  

I t  is clear tha t  the sudden eruption of a magnetic-field configuration can occur if  the 

configurat ion becomes uns table .  However,  as Forbes  and Pr ies t  poin ted  out  in the i r  

contributions, i t  is also possible tha t  the eruption may be a t t r ibuted  to a "loss of equilibrium" 

(Low 1984; Pr ies t  and Forbes 1990; Wolfson and Gould 1985). This concept is based on the 

consideration of a sequence of field configurations which may be enumera ted  by a continuous 

pa rame te r  ~ tha t  normally represents  the degree of s tressing of the field (with respect  to the 
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unstressed current-free state). It is possible tha t  a certain class of field configurations exists 

for ~<~e but  does not exist for ~>~c" Then the critical value ~c is said to indicate a "loss of 

equilibrium." However, as Klimchuk and Sturrock (1989) have pointed out, one mus t  be 

cautious in using this argument.  One can apply this argument  to a solar problem only if the 

sequence can be produced by a valid "thought experiment." This is true of some - but  not all - of 

the sequences that  have been proposed. 

If  one is dealing with Hamil tonian systems, a l inear  series of systems can change 

from being stable for ~<~c to unstable for P>gc. This transit ion can occur in one of two ways, 

one represent ing a nonexplosive onset of instabil i ty for which the original series becomes 

unstable  bu t  one or more stable series branch off at the t ransi t ion point, and the other 

representing an explosive onset of instabil i ty for which the original series becomes unstable 

but  no stable series branches off at the transit ion point (Sturrock 1966a). In order to explain 

events such as CMEs or flares, one clearly would be looking for either an explosive onset of 

instability (rather than a nonexplosive onset), or, as was indicated in the previous paragraph, 

by a loss of equilibrium. 

In the course of discussion arising out of these contributions, it was proposed that  the 

onset of a CME may not be simply an ideal MHD process, but  may involve magnetic-field 

reconneetion (Priest 1981). As an analogy, one may consider a tethered hot-air balloon. The 

configuration may become disturbed in such a way as to put excess strain on one of the tethers, 

leading it to snap. If this were to occur, there would then be additional strain on the adjacent 

tethers, so that  they, in turn,  may also be disrupted. The analogy in the solar model would of 

course be reconnection of magnetic-field lines. 

The eruption of the magnetic-field configuration associated with a photospheric trench 

may lead to a flare, as we shall discuss in the next section. Alternatively, it may simply lead 

to disruption of the filament with no other detectable effects in Ha, in which case, as pointed out 

by Svestka during the meeting, it would be perceived as a "disparition brusque." (However it  

should be noted that, using more sensitive lines such as HeI at  10830A, a disparition brusque 

may be accompanied by flare ribbons that can be observed in absorption [Harvey, Sheeley and 

Harvey 1986]). 

Hildner and Webb, in their contributions, pointed out that  CME's frequently occur in 

the vicinity of streamers. When this is the case, the s treamer may be disrupted (typically 

enlarged) before the occurrence of the CME. Priest pointed out that,  following the CME, the 

magnet ic  field associated with the he lmet  s t reamer  appears  to become open. This 
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interpretation may of course be invalid: we do not have firm evidence concerning the 

magnetic-field structure outside the effective radius of the occulting disk of the coronagraph, 

and we normally have no information at all about the magnetic-field structure below that 

radius. However, if the interpretation is correct, it is difficult to reconcile with a conjecture 

made by Aly (1984), that the open-field configuration is the maximum-energy state associated 

with a given photospheric flux distribution. Aly (1991) and Sturrock (1991) have recently 

published theorems that substantiate this conjecture. Priest suggested that the initial 

magnetic-field configuration may possibly not be simply connected, or the final state may no t  

be completely open, and that this may invalidate the applicability of the theorem. Otherwise, it 

is difficult to understand the fact that an eruption, producing a CME, typically disrupts a 

helmet streamer and leaves it apparently in an open-field configuration. 

As noted before, it is possible that the photospheric trench may extend over a much 

larger region than the visible filament. In this case, if the eruption of the field configuration 

associated with the complete trench is responsible for a CME, one can understand why the 

filament eruption covers only part of the total area involved in the CME. 

Although a CME may occur without leading to a flare, many eruptive flares are 

associated with CMEs. Martin and Livi suggested that it is the slow building up of the 

magnetic field in filament channels in the corona (in association with the photospheric "flux- 

cancelation" process) that  causes the overlying coronal magnetic field to slowly and 

concurrently expand outward, setting the stage for the rapid reconnection that is responsible 

for the impulsive phase of a flare. However Moore, referring to the acceleration in filament 

motion that typically precedes an eruptive flare, suggested that the eruption of a filament (or of 

an extended filament) may lead to the rapid stressing of the active-region magnetic field; this 

rapid stressing may then drive rapid reconnection, a process that Moore regards as the basic 

energy-release mechanism of the impulsive phase of a flare (Moore et al. 1984; Moore 1988; 

Priest and Forbes 1990). 

5. The Early Phase 

There was little discussion Of the "early phase" of flares - the phase that precedes the 

impulsive phase by only a few minutes (Bai and Sturrock 1989) and may be closely related to 

pre-impulsive-phase mass motion. Evidence for an early phase typically comprises localized 
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Ha, UV and soft-X-ray brightenings. This phase was referred to by Uchida in the course of his 

presentation concerning the Japanese spacecraft then named "Solar A," that has since been 

successfully launched and renamed "Yohkoh." Uchida described the experiments on board 

the spacecraft: the Soft X-ray Telescope (SXT), the Hard X-Ray Telescope (HXT), the Bragg 

Crystal Spectrometer (BCS) and the Wide Band Spectrometer (WBS). 

Uchida discussed a number of possible targets for the mission, ranging from flares to 

faint coronal loops, taking into account the sensitivity, spatial resolution, time resolution, etc., 

of the instruments. However, he particularly stressed the need for studying mass and energy 

transfer during the "early phase." Uchida pointed to evidence for strong mass flow and 

localized soft X-ray emission during this phase, and also to evidence for the brightening of 

coronal loops (Uchida and Shibata 1988). These studies will be facilitated by the high time- 

resolution of data acquisition and by the capability of retaining and accessing data acquired 

up to 10 minutes before a flare is "flagged." 

The high spatial resolution and wide dynamic range of SXT also offers the exciting 

prospect of determining whether flare activity is associated with changes in magnetic 

connectivity, and possibly of seeing the effect of a coronal blast wave on pre-existing coronal 

structures. 

6. The Impulsive Phase and Particle Acceleration 

Martens, commenting on Priest's review, pointed out that  if the magnetic field is 

rapidly changing, then, by the induction equation, curl E becomes non-zero. The basic 

requirement of particle acceleration is to develop an electric field (Martens 1988). However, if 

the quasi-static electric field is to effect particle acceleration, it is necessary that the component 

of E parallel to B be non-zero. This is not an automatic consequence of a changing magnetic 

field. It is well known that if the resistivity is effectively zero, the magnetic field is "frozen" 

into the plasma, with the consequence that E I I = 0 except perhaps in the center of a current 

sheet, where B = 0.  Hence if the changing magnetic field is to lead to acceleration by a quasi- 

static electric field, it is necessary that the resistivity should suddenly become significant, due 

for instance to a velocity-space instability. 
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Melrose, in his presentat ion,  also discussed the acceleration problem. He pointed out 

t h a t  i t  is un l ike ly  t h a t  a suff iciently large  number  of e lect rons  can be acce le ra ted  by 

reconnection in a current  sheet. This consideration, the rapidi ty  of acceleration, and the fact 

t ha t  in many  f lares  electrons and ions are accelerated rapid ly  a t  the  same t ime,  all point  

towards the possible role of current  interruption.  I t  may be tha t  the impulsive phase of a flare 

involves energy release by current  interrupt ion ra ther  than  by reconnection; a l ternat ively,  i t  

may be tha t  cur rent  in terrupt ion and tearing-mode-type reconnection are different aspects  of 

one complex process responsible for the impulsive phase of a flare. 

However, even if  reconnection cannot provide the required high number  of accelerated 

electrons, there  have been new indications of i ts role in flare occurrence. Mandr ini  reported 

tha t  i t  is has  been possible to est imate from a magnetogram of a solar active region the location 

of the  separa t r ices ,  surfaces t ha t  separa te  different  f ield-l ine connectivi t ies ,  and  of the  

separator ,  which is the intersection of the separatrices.  The separa tor  is a privileged location 

for reconnection to occur. Four  of the five off-band H a  kerne ls  of a f lare observed in this  

region were located at  or near  the  separatr ices  and connected by field l ines pass ing near  the 

separator .  Taken together  with the fact t ha t  the f lare kerne ls  were associated with s t rong 

currents  in the preflare state, there  appears  to be a case for a t t r ibut ing  flare activity to current  

in terrupt ion occurring within the context of magnetic reconnection. 

Rieger,  in his  presenta t ion ,  argued t ha t  gamma-ray  data ,  especial ly da t a  from the 

SMM sa te l l i t e ,  ind ica te  t h a t  ions and e lec t rons  are  acce le ra ted  r ap id ly  and a lmos t  

s imultaneously.  Rieger concludes tha t  in most flares acceleration occurs as a single process 

ra ther  than as a sequence of two distinct "steps" as has  been proposed by, for instance, de Jager  

(1969) and Bai and Dennis (1985). Mar tens  also pointed out tha t  the  two-step acceleration 

model faces the problem tha t  high-energy protons are observed from the very onset  of a flare 

(see, for instance, Chupp et al. 1982), leaving very l i t t le t ime for a two-step process to operate. 

Nevertheless ,  as Rieger remarked,  there  is 'evidence tha t  accelerat ion occurs in two dis t inct  

phases,  well separa ted  in time, for some very energetic events. 

Benz discussed coherent  microwave burs t s  associated with flares. They are  highly 

f ragmented on different  levels. (ai Hard  X-rays and microwaves have t ime scales of order 1 

s. These are the "elementary flare events" proposed by van Beek et al. (1974) and discussed by 

Sturrock et  al. (1984). Evidence of e lementary  flare events is also seen in H(z observations 

(Svestka, Mart in and Kopp 1980). (b) Decimeter type III burs ts  - each indicat ing an electron 

beam - have a t ime scale and repeti t ion ra te  of order 0.1 s. (c) Narrow-band spikes have the  

shortest  t ime-scale,  of order 0.01 s. The event ra tes  of decimetric type I I I  burs t s  and  spikes 
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often show a good correlation with the hard  X-ray flux (Aschwanden et  al. 1990). According to 

Benz (1985), a constan t ha rd  X-ray fluence per  burs t  suggests  t ha t  the impuls ive  phase  

comprises hundreds ,  sometimes thousands,  of sub-events of s imi lar  size. 

A s imilar  picture emerged from the presentat ion of Machado who, speaking on behal f  

of F i shman  of Marsha l l  Space F l igh t  Center  and his  colleagues,  p resen ted  s o m e  of the 

spec tacular  h igh-sens i t iv i ty  X-ray-burs t  da t a  cur rent ly  being acquired by the Burs t  and 

Trans ien t  Source Exper iment  (BATSE) on the Gamma-Ray Observatory (GRO) spacecraft.  

Bursts  of small  and moderate  intensi t ies  have shown s t r ik ingly  well resolved X-ray pulses 

with durat ions of order 100 ms. This structure is not as evident in burs t s  of higher  intensit ies,  

presumably because the burs ts  are superimposed. 

Corre ia  p resen ted  the resu l t s  of a new observat ional  p rogram a imed at  fu r ther  

eludicat ing the propert ies of the very rapid  ram-wave burs ts  discovered by the I tape t inga  team 

(Kaufmann et al. 1980; Loran et al. 1985). By using several feeds in conjunction with a single 

antenna,  they are able to t rack the locations of mm-wave burs ts  with resolution of order 1 arc 

sec. The team has  found tha t  the locations of a sequence of mm-wave burs t s  are  typical ly 

scattered over an area  tha t  spans several or tens of arcseconds in extent. 

This  picture of the flare volume as comprised of many  small  regions, each of which 

can act more or less independently but  which must  also interact  in some way, points towards a 

"firecracker model" or "avalanche model" of the implusive phase of a flare. The l a t t e r  model 

has  recently been adopted by Lu and Hamil ton (1991) who have applied to f lares the recent  

theory of "marginal  crit icali ty." 

The concept of the impulsive phase of the flare as a collective process, involving many 

sub-elements,  requires  tha t  we find a process for coupling these elements.  Karlicky,  in his 

presentat ion,  pointed out tha t  Langmuir  waves can effectively s t imula te  energy release in a 

cur rent -car ry ing  p lasma  (Karl icky and Jungwir th  1989). I f  this  is the  case, i t  provides a 

mechanism by which energy-release in a small  pa r t  of a flux tube may s t imulate ,  through 

par t ic le  accelerat ion and Langmui r  wave generat ion,  energy re lease  along the ent i re  flux 

tube. Wave processes lead to the spreading of excitation not only along the flux tube but  also 

t ransverse  to the tube, carrying energy across magnetic  field lines (Norman and Smith 1978). 

According to Karl icky,  the  pre-f lare  s ta te  may  comprise  many  cu r r en t  f i l aments  with 

currents flowing in both directions, so that  the total current  can be much smaller  than the sum 

of all of the currents in the flux tubes. In this connection, i t  is worth noting tha t  if  the pre-flare 

state involves many e lementary  flux tubes, and if the tubes are all rota ted in the same sense, 
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then current will flow in one direction along every tube but will flow in the opposite direction in 

the boundary layers between adjacent flux tubes. This picture of the flare region has also been 

advocated by Haerendel (1987). 

Zarro discussed the response of the chromosphere to energy release during the 

impulsive phase of a flare. It is generally believed that energy deposition on the chromosphere 

is due mainly to a flux of high-energy electrons, but Zarro pointed out the possible role of high- 

energy protons, a possibility that has recently been stressed by Martens (1988), Martens and 

Young (1990), Simnett (1986, 1990), and Simnett and Haines (1990). 

Henoux discussed "white light flares" and the intriguing phenomenon of "negative 

flares," the sudden reduction of white-light emission during a flare. Henoux pointed out that 

both phenomena may be attributed to a sudden ionization of the solar atmosphere. Sudden 

energy deposition can heat the chromosphere and lead to increased radiation. On the other 

hand, the associated increase of ionization in the upper photosphere and temperature- 

minimum region may lead to increased absorption of photospheric radiation, leading to what 

is perceived as a "negative flare." 

Dennis discussed the relationship between hard X-ray emission and soft X-ray 

emission during the impulsive phase of a flare. He reminded us of the "Neupert effect," the 

apparent relationship between the soft X-ray emission and the time integral of the hard X-ray 

emission (Neupert 1968). This relationship does not hold for all flares, but it does hold for 

many flares. The normal interpretation of this effect is that hard X-ray emission is associated 

with electron bombardment of the chromosphere, a process that also heats the chromosphere and 

hence leads to evaporation, and that soft X-ray emission is due to radiation from the coronal 

flare plasma that is produced by chromospheric evaporation. However, Dennis pointed out that 

the Neupert effect can also be produced by other models, for instance the thermal model of 

Brown et al. (1979), in which a high-temperature plasma (that produces hard X-rays by 

bremsstrahlung) leads to evaporation of the chromosphere, and hence to soft X-ray emission. 

7. The Late Phase 

The late phase of eruptive flares was mentioned by Svestka in his introductory talk. 

He reminded us that the "rising-mound" appearance of limb flares and the two-ribbon 
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appearance of disk flares can be interpreted in terms of the "CSHKP" (Carmichael-Sturrock- 

Hirayama-Kopp-Pneuman) model (Carmichael 1964; Sturrock 1966b, 1968; Hirayama 1974; 

Kopp and Pneuman 1976). The eruption of a filament (or of an "extended filament") distorts 

the overlying magnetic-field configuration in such a way as to produce a current sheet. 

Reconnection of this current sheet is responsible for the late phase of an eruptive flare. 

Electrons accelerated during this phase of reconnection and heat  conducted from the 

reconnection site impinge on the chromosphere, leading to increased Ha and X-ray emission 

and also to evaporation that  in turn leads to soft X-ray emission. 

Schmieder discussed the Ha appearance of post-flare loops; these are formed through 

reconnection in the corona, leading to high-temperature plasma at  coronal heights and 

subsequent cooling to chromospheric temperatures. Some progress has been made in our 

knowledge of the time development of these structures: their initial temperature exceeds 2 x 107 

K and, as the result of chromospheric evaporation, the electron density may be as high as 1011 

cm "3 or 1012 cm "3. During the cooling phase, which is the phase that is observed in Ha light, 

the density may be further enhanced as a result of the downflow of material. Brightenings in 

the cool Ha loops give the appearance of "coronal rain," but Schmieder has found that  the speed 

of this downflowing material is typically less than the free-fall velocity. This stage of a flare 

needs further investigation, but the basic physics would seem to be that  the hot flare plasma 

(produced by reconnection-caused heating that  leads to chromospheric evaporation) becomes 

thermally unstable, leading to low-temperature condensations. It is these condensations that  

are observed through Ha radiation, but their downflow is impeded by the remaining flare 

p lasma.  

Poletto, Mandrini and Svestka discussed X-ray observations of giant arches (Svestka 

1983) that  may perhaps be regarded as part of the late phase of a flare. Krueger described mm- 

wave observations that  indicate large structures on the solar limb that may be related to giant 

arches. These structures are much larger in dimension than the magnetic-field structures 

responsible for the late phase of a flare. However, owing to the rather small number of events 

which have thus far been detected, as well as to their extreme faintness, the observational 

properties of giant arches are still not well defined and consequently the exact mechanism of 

their formation or excitation is not well understood. Svestka et al. (1982) and Hick and Priest 

(1989) have proposed that  these structures are the outermost parts  of the magnetic-field 

configuration caused by the CSHKP reconnection process that creates, at a lower level, the post- 

flare loops. However, another possibility, advocated by Poletto, is that giant arches are due to 

the interaction of flare-related magnetic structures with more extended pre-existing active- 

region magnetic-field structures. The supposition is that  the flare gives rise to the sudden 
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d i s tu rbance  of the  act ive-region magnet ic  field and t ha t  th is  dist l~rbance p rec ip i t a t e s  

reconnection between the two flux systems where they are in contact. This reconnection leads 

to a sudden release of energy in the extended loop system tha t  then becomes visible as a "giant 

arch." Mandr ini  and Machado suppose tha t  the g iant  arch is only one specific case of a wider 

range of possible large-scale coronal structures which need not all be re la ted to eruptive flares. 

The mer i t s  of these different  in te rp re ta t ions  have recent ly been discussed by Polet to and 

Svestka (1990). I t  is clear that  we need more complete da ta  on more cases to determine the exact 

role played by g iant  arches in the flare process. An exciting new development at  the meet ing 

was the presentat ion by Svestka and Simberova of a prel iminary report  of a giant  arch tha t  they 

have found in the  Skylab soft X-ray photographs.  This event  shows much h igher  spa t ia l  

resolution than  giant  arches tha t  have previously been investigated. 

8. Conc lud ing  RemArks  

The overall impression of papers  presented at  this  symposium is tha t  the broad outlines 

of an erupt ive flare have been clarified considerably in recent years .  We can now recognize 

several  d i f ferent  s tages  in the  deve lopment  of such a f lare,  and  we have a superf ic ial  

unders tanding  of most of the physics involved in these stages. However, much still remains  to 

be understood in grea te r  detail .  Without  minimizing the importance of CME's, t ha t  involve 

more energy and more mass  than flares and occur before flare onset, i t  seems to me tha t  the 

g rea tes t  chal lenge concerning f lares  is t ha t  of unde r s t and ing  the mechan i sms  of energy 

release dur ing  the impulsive phase and of the associated part icle  acceleration. Machado, in 

his presentat ion,  pointed out t ha t  the locations of X-ray br ightenings in some flares correlate 

very well with the  in tersect ions  of magnet ic  separa t r ices  with the  chromosphere.  Such 

evidence points  towards  magnet ic  reconnection at  the separator ,  as was s t ressed by Priest .  

However, the detai ls  t ha t  would make such a picture convincing are  still  lacking. Current  

in ter rupt ion is a promising al ternat ive,  but  there  is still  not a convincing picture of exactly 

how this  occurs during a solar flare. Perhaps  both ideas are par t ly  correct and par t ly  in error. 

I f  it  proves possible to develop a model tha t  involves fast  field-line reconnection (Priest  and 

Forbes 1986) and also current - in ter rupt ion ,  we may yet  obtain a sat isfactory model of the 

impulsive phase of solar flares. 
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